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Key concepts 
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  Experimental variables 

  Statistical hypotheses 

  Sampling distribution 

  Statistical tests (t, chi-square, ANOVA) 

  p-value 

  αlevel 

  Type I and type II errors 



The research cycle 
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Overview 
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  Today: 
  Statistical hypothesis testing 

  Sampling, distributions, standardized scores 
  One Sample z-test and t-test 

  Thursday: 
  Different data types 
  Two-samples t-test, χ2 Test  

  Friday: 
  Design 
  ANOVAs 



Let’s start with an example 
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  Suppose we believe for some reason that caffeine improves 
cognitive performances of people (e.g., memory, attention) 

  How can we find evidence for theory? 

  We need a working hypothesis, also called  
  research hypothesis 
  experimental hypothesis 
  alternative hypothesis 



The research hypothesis 
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Example: 

  Caffeine improves cognitive performances  

  People are better at recalling a text after a cup of coffee 
  Students are faster to finish their homework after a cup of coffee 

  A research hypothesis makes a prediction about the 
relationship between two (or more) variables 



Variables 
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  Properties of objects or events that can take on different values (hair color, 
height, length, speed, etc.)  

  The goal of an experiment is to measure the effects of one variable on 
another one 

  Independent variable (IV) 
 the variable manipulated by the experimenter in order to assess whether it 
has an effect on … 

  Dependent variable (DV) 
 the variable that is measured (the data) in order to assess whether it is 
influenced by the independent variable 



Experimental variables 
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  What are the experimental variables in our example?  

 Students are faster to finish their homework after a cup of coffee 



The null hypothesis 
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  The research hypothesis is always tested against a null 
hypothesis (H0) 

  The null hypothesis states that the IV has no influence on the 
DV 

  What is the null hypothesis in our example? 



The statistical hypotheses 
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  Null hypothesis (H0) 
  Coffee has no influence on time to finish homework 

  Time to finish homework does not differ as a function of whether 
students have or not a cup of coffee 

  Alternative hypothesis (H1) 
  Coffee has an influence on time to finish homework. 

  Two-tailed hypothesis (neutral with respect to the direction of the effect) 

  Coffee makes students faster to finish homework 
  One-tailed hypothesis (makes a guess on the direction of the effect) 



Goal of hypothesis testing 
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  Decide between H0 and H1 

  The main goal of hypothesis testing is to assess whether we 
have enough evidence to reject H0 
  i.e., if the data are inconsistent with H0 

  NB: the starting point of any statistical test is the H0  
  Statistical tests find the probability of obtaining your data if the null 

hypothesis were true  

  If this probability is low enough reject H0 
  If the probability is not enough low  fail to reject H0 



Collecting data 
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 Does coffee have an influence on time to finish homework? 

  Two options: 

  look at all students and every instance where they finished their 
homework (impossible) 

  look at subsets of students doing one particular homework with and 
without coffee 



Population vs. Sample 
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  Samples of observations are randomly drawn from a population and 
used to infer something about the characteristics of the population 

 Complete set of  events we are  
 interested in: 
 All students 
 All existing words 
 All speakers of  German 
 All translations from your system 

the subset of  events  
you look at 

Population Sample 



A bit of terminology 
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  Parameter: a numerical value summarizing population data (e.g., the 
population mean      ) 

  Statistic: a numerical value summarizing sample data (e.g., the sample 
mean     )  

  Inferential statistics: statistical procedures aimed at drawing 
inferences about parameters from statistics  

  Random sample: a sample where each member of the population has 
an equal chance of being selected 

  Sampling error: variability of a statistic from sample to sample due to 
chance (the difference between the statistic and the parameter) 
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Mean, Variance, Standard Deviation 
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Population Sample 

Mean 

Variance 

Standard 
Deviation 

€ 

X = ΣX
N

€ 

σ2 =
Σ(X − µ)2

N

€ 

s2 =
Σ(X − X )2

N −1

€ 

σ = σ2

€ 

s = s2

Variance and Standard Deviation are measures of  variability (dispersion), 
i.e., the degree to which individual data points are distributed around the 
mean 

€ 

µ =
ΣX
N



Case 1- μandσ known 
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  Suppose we are interested only in Master students from Coli 
(our population) 

  Students from Coli take on average 30 min to finish 
homework without any coffee (μ= 30, σ= 4) 

  We want to know whether students are faster (or slower) 
after a cup of coffee 



Statistical hypotheses 
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H0: Coffee has no influence on time to finish homework 
    μ=30 (even with coffee) 

H1:  Coffee has an influence on time to finish homework 
    μ≠30 (if coffee is given) 



Data 
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Sample_Coffee Time 
(min) 

Anna 35 

Jim 25 

John 28 

Mary 25 

Peter 19 

Carl 31 

Judy 18 

Bob 30 

Liz 26 

Betty 23 

€ 

Populationno_ coffee
µ = 30
σ = 4

€ 

Samplecoffee

X = 26
S = 5.27

H0: the deviation from μ is due to sampling 
error, the sample was drawn from a 
population with μ=30 

H1: the deviation from μ is sufficiently large to 
conclude that the sample was drawn from a 
population with a different mean 



Distribution of data 
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          histogram 
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Sampling distribution 
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Sampling distribution of the mean 
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 sampling distribution when H0 is true 

  If we know what the sampling 
distribution looks like when H0 is true, 
we know what sample means are 
more or less likely to be obtained 
under H0 

  We can use this information to assess 
whether               could reasonably 
have arisen had we drawn the 
sample from a population in which 
μ=30 (i.e., if H0 is true) 
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Central limit theorem 
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 Given a population with mean μ and standard deviation σ: 

  The mean of the sampling distribution of the mean is equal to the mean of the 
source population 

  The standard deviation of the sampling distribution of the mean (standard error) 
is equal to the standard deviation of the source population divided by the 
square root of the sample size 

  The sampling distribution of the mean will approach a normal 
distribution as the size N of the samples increases 

€ 

µx = µ

€ 

σx =
σ
N



The normal distribution 
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  A probability density function, symmetrical about the mean, bell-shaped, 
described by μandσ 
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The normal distribution 
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The normal distribution 
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€ 

P(µ −σ ≤ X ≤ µ +σ) ≈ 0.68 P(µ − 2σ ≤ X ≤ µ + 2σ ) ≈ 0.95
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Standardizing 
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    How many standard deviations  
 is 26 distant from the mean? 

€ 

z =
X − µ
σ

                  :      -12          -8           -4             0            4            8            12                     

                  :       -3           -2           -1             0            1            2             3                     

€ 

z =
26 − 30
4

= −1

€ 

P(x ≤ 26) = ?

€ 

X − µ

€ 

(X − µ) /σ



The standard normal  
distribution 
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The z test – one sample mean 
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€ 

µX = µ = 30

σX =
σ
N

=
4
10

=1.26
  From the central limit theorem we 

know the sampling distribution of the 
mean is normally distributed 

  What is the probability of a sample 
mean ≤ 26min? 

€ 

z =
X − µ
σX 

=
X − µ
σ
N

=
26 − 30
1.26

= −3.17
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Recap 
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  We are testing the effect of coffee on time to finish homework by 
giving a cup of coffee to a sample of 10 students from Coli and 
recording the time they take to finish a particular homework 

  The average time to finish homework is 26min (S=5.27) 

  We know that the mean time for Coli students without influence 
from coffee is 30min (σ=4) 



Recap 
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 H0: μ=30 (even with coffee) 
 H1: μ≠30 (when coffee is given) 

  Assuming that H0 is true, the probability of obtaining a sample mean 
at least as extreme as 26min is less than 0.002 

  Because this probability is very low, it is likely that our sample was 
drawn from a population with a different mean we’ll reject the 
null hypothesis 

  What if the probability was 0.08? 
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Alpha (α) is a conventional cutoff value representing the probability 
with which we are willing to reject H0 when it is, in fact, correct.  

α levels commonly used:  0.05, 0.01 



Rejection criterion 
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  Whenever the probability obtained under H0 is less than or equal to 
our predetermined significance level, we will reject H0 

  In our previous example, the probability of obtaining a sample mean 
at least as extreme as 26min under the null hypothesis (μ=30) was  
0.002 < α=0.05 (two-tailed test) 

  Thus we’ll reject the null hypothesis! 



Exercise 
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A sample of size 50 is taken from a normal distribution, with a known 
population standard deviation of 26. The sample mean is 167.02. Use the 
0.05 significance level to test the claim that the population mean is 
greater than 170. 



Testing a sample mean when σ is unknown 
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€ 

z =
X − µ
σX 

=
X − µ
σ
N

≈
X − µ

S
N

€ 

t =
X − µ

S
N

 We rarely know the standard deviation of the population and usually will 
have to estimate it by way of the sample standard deviation (S) 

If we want to test hypotheses when σis unknown, the nature of the test 
we’ll be using depends on the size of the sample 

For N > 30 

For N < 30 t follows the t-Student distribution 

z is normally distributed 



The t-distribution 
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  The t-distribution is the sampling 
distribution of the t statistics 

  The shape of the distribution 
depends on the number of 
degrees of freedom (df) 

  As df go to infinity, the t-
distribution converges to the 
standard normal distribution. 

For a one-sample t-test, df = N-1 



Degrees of freedom 
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  The number of df is a function of both the number of observations and the 
number of parameters estimated 

  It is the number of values in the final calculation of a statistic that are free 
to vary 

  Imagine you have four numbers (a, b, c and d) that must add up to a total of m; you 
are free to choose the first three numbers at random, but the fourth must be 
chosen so that it makes the total equal to m - thus your df is three. 

€ 

t =
X − µ

S
N

€ 

S =
Σ(X − X )2

N −1

only N-1 of  deviations 
are free to vary because 

€ 

Σ(X − X ) = 0



One sample t-test 
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€ 

t =
X − µ

S
N

Sample_Coffee Time 

Anna 35 

Jim 25 

John 28 

Mary 25 

Peter 19 

Carl 31 

Judy 18 

Bob 30 

Liz 26 

Betty 23 

€ 

X = 26

€ 

H0 :  µ = 30
H1 :  µ ≠ 30

€ 

= −2.39
€ 

S = 5.27



t-critical 
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  Once we have computed the t-value, we want to know whether the 
probability of observing t under the null hypothesis is less than or equal to 
our level of significance α (0.05) 

  i.e., we want to find the value that t must exceed in order for the null 
hypothesis to be rejected 

  This value is called t-critical and depends on 
  The number of df 
  Whether H1 is one-tailed or two-tailed 
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 We’ll reject H0 

    The result is statistically 
significant! 

€ 

tα (9) = 2.262

€ 

t = −2.39

€ 

t > tα

€ 

t(9) = −2.39, p < .05



Errors 
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  A significant result does not mean that H1 is true beyond any 
doubts doubts 

  If α=.05, you have a 5% chance of rejecting H0 when it is in 
fact true 
  Type I error (false positive) 

  A null result does not mean that H0 is true 
  Type II error (false negative) 



Table of errors 
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β is the probability of committing a Type II error 

α is the probability of committing a Type I error 



Relationship between α and β 

42 

H0 H1 



Statistical power 
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  Power = 1- β 

 Power is the probability that the test will reject the null 
hypothesis when the null hypothesis is actually false 

  Power is influenced by: 
  α level 
  Effect size 
  Sample size  



Statistical power: alpha level 
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Statistical power: effect size 
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Statistical power: variability 
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