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Overview 
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  Today: 
  Statistical hypothesis testing 

  Sampling, distributions, confidence intervals 
  Student’s t-test 

  Thursday: 
  Different data types 
  χ2 Test  

  Friday: 
  Design 
  ANOVAs 



Let’s start with an example 
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  Suppose we believe for some reason that caffeine 
improves cognitive performances of people  
  (e.g., memory, attention, etc.) 

  How can we test this theory? 

  We need a working hypothesis  
  experimental hypothesis 



The experimental hypothesis 
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  An experimental hypothesis makes a prediction about 
the relationship between two (or more) events, or 
variables. 

Example: 
  Caffeine improves cognitive performances  

  People are better at recalling a text after a cup of coffee. 
  Students are faster to finish their homework after a cup of 

coffee. 



The experimental variables 
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  Independent variable (IV) 
 the variable you manipulate in an experiment, set up 
independently before the experiment even begins  
  also called factor or predictor 
  can take two or more levels 

  Dependent variable (DV) 
 the variable that you measure in an experiment, dependent on 
the way in which the experimenter manipulates the 
independent variable. 
  E.g., reading times, etc.  



Example 
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  Are student faster to finish their homework after a cup of coffee? 

  What the experiment does is manipulating the independent 
variable (having or not a cup of coffee) to see whether it has 
an effect on the dependent variable (time to finish the 
homework). 

IV DV 



The null hypothesis 
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  The experimental hypothesis is always tested against 
a null hypothesis. 

  The null hypothesis states that any results found in 
the experiment will be due to chance. 



Example 
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  Null hypothesis (H0):  
  Coffee has no influence on time to finish homework; any 

observed difference will be due to chance    

  Alternative hypothesis (H1):  
  Coffee has an influence on time to finish homework. 

  Two-tailed hypothesis (neutral with respect to the direction of the 
effect) 

  Coffee speeds up time to finish homework 
  One-tailed hypothesis (makes a guess on the direction of the effect) 



Goal of hypothesis testing 
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  Decide between H0 and H1 

  In particular, the main goal of hypothesis testing is to 
tell us whether we have enough evidence to reject H0. 
  i.e., how probable your result is, assuming H0 is true 

  How do we do this? 



Example 
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  Does coffee have an influence on time to finish homework? 

  Two options: 

  look at all students and every instance where they finished 
their homework (impossible) 

  look at a subset of students doing one particular homework 
with and without coffee (sample) 



Sampling 
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  Statistical hypotheses are always assumptions about a population 
parameter (e.g., the mean), which may or may not be true 

  Based on the sample, we try to estimate the population parameter 
  The best way to sample is random 
  Sampling is always subject to bias or error 

 Complete set of events: 
 e.g. 
 All students 
 All existing words 
 All speakers of German 
 All translations from your system 

the set of events  
you look at 

population 
sample 



Back to the example 
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  Does coffee have an influence on time to finish homework? 

  Two options: 

  Select N students and, for each of them, look at time to finish a 
particular homework before and after coffee (two dependent samples) 

  Select two groups of N students, give coffee to only one of them, and 
look at time to finish a particular homework (two independent samples) 

  Let’s try with the second option! 



Data 
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  Mean groupcoffee     = 26 min 
  Mean groupno_coffee = 30 min 
  Diff = 4 min 

  What does this difference tell 
us? 

 Nothing! 



Statistical significance 
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  We need to test whether the 4 min difference is 
statistically significant (i.e., not likely due to chance) 



Recap 
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 H0: µcoffee = µno_coffee      
 H1: µcoffee ≠ µno_coffee      

  We collected two samples (coffee vs. no_coffee), measured the time to finish 
homework, and found that the coffee-group was on average 4 min faster 
than the no_coffee-group. 

  If H0 is true, then the two samples are drawn from the same population 
(which we assume is normally distributed) and the 4 min difference is due 
to chance 

  If H1 is true, then the two samples are drawn from different distributions 
and the 4 min difference is due to the influence of caffeine 

     populationcoffee = populationno_coffee 
     populationcoffee ≠ populationno_coffee 



Example 
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  Assumption: samples are drawn from a normal distribution with a 
certain mean and variance 

  We want to test whether the two samples are drawn from the same 
distribution 
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Statistical tests 
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  To test the probability that two samples are drawn from the same 
distribution we compute a test statistic 

  Test statistics (t, χ2, etc.,) have well-known distributions and can tell you 
how likely it is for your data to come out the way they did if the null 
hypothesis is true 

  If this probability is low enough, than we can reject the null hypothesis 



Significance level: α 
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   α an arbitrary cutoff value representing the risk you are willing to take of 
rejecting the null hypothesis when it is actually true. 

  If you want to be 95% confident of making the right decision (i.e., rejecting 
the null hypothesis when it is in fact false), then you are prepared to accept 
a 5% chance of making the wrong decision. 

  In such a case, your α level is 0.05 

  Thus, if the probability that your data came out the way they did by chance 
(i.e., assuming the null hypothesis is true) is less than or equal the 
significance level, the null hypothesis is rejected and the result is said to be 
statistically significant 



Back to the data 
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  Mean groupcoffee     = 26 min 
  Mean groupno_coffee = 30 min 
  Diff = 4 min 

  Is this difference statistically 
significant? 

 Let’s test it!! 

  For samples of two normally 
distributed populations with 
similar variance: 

 Student’s t-test 



The t-test 
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  First, we need to compute a t-value (our statistic): 

  t is close to 0 if means are close 
  t is smaller if variance is big 
  t is dependent on the size of the sample N 
  t is associated with a probability 

€ 

t =
difference between group means

variability of groups

predicted variability due to 
independent variables 

total variability due to all 
variables 



The t-distribution 
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  The t-distribution is a family of 
curves the shape of which 
depends on the number of 
degrees of freedom (df) 

  As df goes to infinity, the t-
distribution converges to the 
standard normal distribution. 

  The df for the t-test is the total 
number of observations in the 
two groups minus 2, or n1+ n2 
-2 



Degrees of freedom 

23 

  The number of df is a function of both the number of 
observations and the number of parameters estimated.  

  It is the number of values in the final calculation of a 
statistic that are free to vary. 

  Imagine you have four numbers (a, b, c and d) that must 
add up to a total of m; you are free to choose the first 
three numbers at random, but the fourth must be chosen 
so that it makes the total equal to m - thus your degree 
of freedom is three. 



The t-distribution 
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  The t-distribution represents the relative frequencies of the 
possible t values if the null hypothesis is true.  
  Notice that the t distribution is centred at 0, which is what the t statistic would 

be if the difference between the means is 0  

What is the probability of 
finding a t statistic equal 
or greater than 1 if the 
null hypothesis is true? 



Unpaired-sample t test 
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€ 

t =
meancoffee −meannocoffee

scoffee
2 + snocoffee

2( ) /N

Calculate the t-value!!! 

t = 1.68 
€ 

s2 =
1

N −1
× valuei −mean( )2

i=1

N

∑



t-critical 
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  Once we have computed the t-value, we want to know 
whether the probability of observing t under the null 
hypothesis is less than or equal to our level of significance α 
(0.05) 

  i.e., we want to find the value that t must exceed in order for 
the null hypothesis to be rejected 

  This value is called t-critical and depends on 
  The number of df 
  Whether H1 is one-tailed or two-tailed 



Finding t-critical 
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  One-tailed t-test 
  10 df 
  α = 0.05 

  Two-tailed t-test 
  10 df 
  α = 0.05 

α=0.05 

0 

α=0.025 α=0.025 

0 



The t-table 
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  t-value = ±1.68 
  t-critical = ±2.101 
  t-value < t-critical 
  We fail to reject the null 

hypothesis 

  The difference is not 
significant! 



How do we report a result? 
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  t(18)= 1.68, NS           null result 

  t(18)= 2.69, p < 0.05   significant result 

  The p-value is the the probability of obtaining a test statistic at least as 
extreme as the one that was actually observed, assuming that the null 
hypothesis is true.  



Errors 
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  A null result does not mean that H0 is true 

  We might fail to reject the null hypothesis, although there is a 
difference 
⇒  Type II error (false negative) 

  A significant difference doesn‘t mean this difference is beyond 
doubt! 

  With a 5% chance, this difference is not there 
⇒  Type I error (false positive) 



Table of errors 
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β = probability of committing a Type II error 
α = probability of committing a Type I error 



Relationship between α and β 
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Statistical power 
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  Power = 1- β 
 Probability that the test will reject the null hypothesis when the null 
hypothesis is actually false. 

  Power is influenced by many factors: 
  α level 
  Effect size 
  Sample size  

  Samples too small or too much variability in the data decrease the 
power of the test, increasing the probability of committing a type II 
error. 

  Change the experimental design! 



Paired-sample T Test 
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  Measure the same participants in both conditions 
  More participants to test 
  Less variability associated with individual differences 

  Power increases 

€ 

t =
meandifference
sdifference
2 /N

   coffee     no coffee difference
Anne 35 39 -4
Jim 25 32 -7
John 28 26 2
Mary 25 35 -10
Peter 19 23 -4
Carl 31 30 1
Judy 18 22 -4
Bob 30 32 -2
Liz 26 28 -2
Betty 23 33 -10



Two general research strategies 
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Independent samples 
  the two sets of data come from completely separate samples 
  e.g., men and women 
  an independent-measures t test is used 
  between-subjects design 

Related samples 
  the two sets of data come from the same sample 
  e.g., students before and after coffee 
  a paired-samples t test is used 
  within-subject design 

Use a within-subject design whenever possible!! 



Summary 
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1.  We sample from the whole population and build a 
model of the population (e.g. mean).  

2.  We define the null and alternative hypotheses for the 
question under examination 

3.  We establish the level of significance (alpha level) 

4.  Finally, we use a test statistic to find out whether an 
observed difference is significant, i.e. very unlikely to be 
due to chance. 



Exercise 
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1.  You have a machine translation system and want to 
compare it to another one 

 How do you apply a t test? 


