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• Learning the meaning of words: associating a mental 
representation, or concept, with a word form

Learning Words
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apple



Challenges of Word Learning

• Sentential context

• Most words are not used in isolation, but in a a multi-word 
utterance

• Referential uncertainty

• Learners may perceive aspects of a scene are unrelated to the 
utterance they hear

• Noise

• Error in perception or interpretation of the heard utterance or the 
observed scene

3



Sentential Context
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The chimp eats 
apples



Referential Uncertainty
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The chimp eats 
apples

a black chimp is sitting
on a rock

the chimp eats apples

there are two red apples
in his hands



Perception Error (Noise)
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The chimp 
eats ???



Suggested Learning Mechanisms

• Associative learning

• Simple associative mechanisms are used to map a word form with 
a concept

• Referential learning

• A variety of attention mechanisms are used to narrow down the 
intended meaning

• Cross-situational learning

• Inferring correct word-meaning mappings by observing 
regularities across usages of a word

7



Associative Learning

• Ideas and experiences reinforce one another

• a new word form may be learned through repeated association 
to an already learned concept

• Classic conditioning, e.g. Pavlov’s dog:
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meat powder bell ring

salivation salivation



Referential Learning

• Using specific biases for restricting the referents

• Whole object bias: a novel word is likely to refer to the entirety 
of an object

• Taxonomic bias: labels refer to objects of the same kind (often 
basic-level categories)

• Using social and visual cues

• Joint attention through pointing or gaze helps narrow down 
possible referents of a novel label
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• Detecting common meaning elements across several usages 
of a word:

Cross-situational Learning
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Sam is knitting the green yarn

kitty is playing with yarn



Developmental Patterns

• Vocabulary spurt

• Vocabulary learning is slow at the early stages, then proceeds to a 
rapid pace 

• Fast mapping

• Young children can map a novel word to a novel object in a 
familiar context

• Second labels

• Early on, children show difficulty in learning homonymous and 
synonymous words (i.e., one-to-many and many-to-one mappings)
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Vocabulary Spurt

• Following a slow start, rate of word learning rapidly increases 

• Usually around the time the child’s vocabulary has about 50 words

• Vocabulary spurt is suggested to arise from a qualitative 
change in the nature of lexical acquisition, such as

• shift from associative to referential learning

• sudden realization that objects have names

• development of categorization aibilities

• onset of word learning constraints
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Fast Mapping

• Young children can easily determine the referent of a novel 
word in a familiar context

• Fast mapping is attributed to a specialized mechanism:

• principle of Mutual Exclusivity

• bias to map novel names to nameless objects

• change in children’s underlying word learning mechanism
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Can you show me the dax?



Second Labels

• Young children exhibit difficulty in learning synonyms

• one-to-many and many-to-one mappings are hard at first

• Suggestions: 

• Children have an (innate or learned) bias towards one-to-one 
mappings

• They must overcome this bias in order to learn synonymous and 
homonymous words
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How to Explain These Patterns?

• A change in the underlying learning mechanism?

• A shift from associative to referential learning 

• Task-specific biases and constraints?

• Principle of Mutual Exclusivity: words pick out mutually 
exclusive concept categories

• Principle of Contrast: every two word forms contrast in meaning

• Name-Nameless Category Principle (NjC): children tend to find 
names for nameless objects/categories

• Statistical properties of the input and the learning process 
explain the changing behaviour of children?
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Computational Models of Word Learning

• Computational modeling is a powerful tool for investigating 
the hypothesized mechanisms of word learning

• Reproduction: does the model imitate the experimental patterns 
observed in children?

• Consistency: does the model need a change in the underlying 
mechanism to account for the observed patterns?

• Realistic input: can the model perform on realistic data, 
containing noise and referential uncertainty?
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Overview of the Existing  Computational 
Models of Word Learning

• Implementing biases and constraints in a symbolic framework, using 
artificially generated input (e.g. Siskind 1996)

• Learning associations btw a word form and its meaning from 
isolated, simplified word usages, often in a connectionist framework 
(e.g. Regier 2005, Li et al. 2004, 2007)

• Probabilistic interpretation of cross-situational learning (e.g. Yu 
2005, Fazly et al. 2008)

• Incorporating attention mechanisms such as intentional and social 
cues (e.g. Yu 2006, Frank et al. 2007, Yu and Ballard 2008)

• Generalizing category meaning from examples of word usages (e.g. 
Xu and Tenenbaum 2007)
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• An associative, exemplar-based model

• Phonological form: a vector of phonological features (e.g. voicing)

• Meaning representation: a vector of semantic features (e.g. shape)

Case Study: Regier (2005)
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Regier (2005): Ease of Learning
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Regier (2005): Learning Second Labels
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• “Similar” is a new meaning for an existing word (synonymy)



Regier (2005): Honing of Form and 
Meaning
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Attention weights for significant features

Attention weights for non-significant features



Case Study: Siskind (1996)

• A symbolic model of cross-situational learning

• Input: artificially generated sentence and scene representations

• Meaning representation: two sets of symbols for each word

•
22

words Necessary meanings Possible meanings
John {John} {John,ball}
took {CAUSE} {CAUSE,WANT,GO,TO,arm}

GO(John,TO(school))
John went to school. MOVE(John,feet)

WEAR(John,RED(shirt))



Case Study: Siskind (1996)

• Learning mechanism:

• Start with empty N and P sets for all words

• For each word in a new sentence update N & P according to the 
specific rules

• Declare a word learned when N=P for that word

• A sample rule: 

•
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For each word symbol in the utterance, rule out any conceptual 
symbols that do not appear in some remaining utterance meaning



Siskind (1996): Learning Curves
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Siskind (1996): Age of Exposure Effects
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Case Study: Fazly et al., 2008
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• A probabilistic, incremental model

• Input: a sequence of utterance-scene pairs from CHILDES:

• Meaning of a word: a probability distribution over all 
semantic features, or p(.|w)

• Word acquisition score: a measure of how closely the 
meaning of a word resembles its true meaning 
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{ animal, living thing, 
cat, eyes, toes, tail,  
red, yarn, object, 

action, move, play, ... }

kitty is playing 
with the yarn



• For every new pair of scene and utterance, 

1. Alignment: use previously learned meaning associations to align 
each word in utterance with each meaning element from the scene

2. Update: use these alignments to update the probabilistic 
associations between a word and its meaning elements

Fazly et al. (2008): Learning Mechanism
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Abstract

It has been suggested that children learn the meanings
of words by observing the regularities across different
situations in which a word is used. However, experi-
mental studies show that children are also sensitive to
the syntactic properties of words and their context at
a young age, and can use this information to find the
correct referent for novel words. We present a unified
computational model of word learning which integrates
cross-situational evidence with the accumulated seman-
tic properties of the lexical categories of words. Our
experimental results show that using lexical categories
can improve performance in learning, particularly for
novel or low-frequency words in ambiguous situations.

For every input pair (Uttr(t), Scn(t)) at time t:

∀w ∈ Uttr(t), ∀f ∈ Scn(t) :

Uttr(t)

Scn(t)

a(w |f , Uttr(t)) = p(t−1)(f |w)�

wk∈Uttr(t)

p(t−1)(f |wk )
(1)

ac(w|f, Uttr(t)) =
p(t−1)(f |cat(w))�

wk∈Uttr(t)

p(t−1)(f |cat(wk))
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joe quickly eat a red handapplebig

Joe happily eating an apple

Figure 2: Sample alignments between words in an utterance, and meaning elements in the corresponding
scene representation. Thickness of a line indicates the strength of the established alignment; dashed lines
represent very weak alignments. For readability, only a subset of the alignments are shown.

merely by cross-situational analysis (e.g., ‘buying’ and ‘selling’ almost always happen at the same
time). Future work will need to integrate these information sources into the model.

2.2 Overview of the Learning Algorithm

We define word meaning as a probabilistic association between a word form and a concept. These as-
sociations (or word meanings) are learned based on a probabilistic interpretation of cross-situational
learning. Experimental data on children suggest that they are sensitive to cross-situational statis-
tics, and that they use such information in word learning (Forbes and Farrar, 1995; Smith and Yu,
2007).

We attempt to find the best mapping between each word and each meaning element from a
sequence of utterance–scene pairs similar to the pair presented in Fig. 1 on page 7. We view this
task as analogous to learning a bilingual word-list that contains the equivalences between words
in two different languages. The word learning algorithm we propose here is thus an adaptation of
an existing model for automatic translation between two languages: the IBM Translation Model
1, originally proposed by Brown et al. (1993). Unlike the original model (and the version used by
Yu 2005 as a computational model of word learning), our adaptation is incremental and does not
require an iterative batch process over an entire set of input pairs.

The model maintains a meaning representation for each word as a probability distribution over
all of the possible meaning elements. We refer to this distribution as the meaning probability of
the word, and refer to the probability of an individual meaning element in this distribution as
the meaning probability of that element for the word. In the absence of any prior knowledge, all
meaning elements are equally likely to be the meaning of a word. Hence, prior to receiving any
usages of a given word, the model assumes a uniform distribution over meaning elements as its
meaning. The input pairs are processed one by one, and discarded after being processed. After
processing each input pair, the meaning probabilities for all the words in the current utterance are
updated.

As the first step in processing an input pair, the meaning/referent of each word in the utterance
must be determined from the corresponding scene — that is, words in the utterance must be aligned
with the meaning elements in the scene. Our model does so through calculating an alignment
probability for each word in an utterance and each meaning element in the corresponding scene.
Fig. 2 depicts some hypothetical alignments established between words and meaning elements in
the utterance–scene pair of Fig. 1. Each alignment between a word and a meaning symbol is shown
as a line whose thickness indicates the strength of the alignment (i.e., the value of the alignment
probability).
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Utterance Scene
shall we find you a ball {shall, we, find, you, a, ball, oh, here, be}
with a ball {with, a, ball, that, be, right}
the ball there {the, ball, there, and, what, about, boat}
get your other ball under there look {get, your, other, under, there, look, cooker}
the ball what {the, ball, what, touch, it}
do you kick the ball {do, you, kick, the, ball, what, else}

w
e

shall

here

ohball

afind

you

w
hat

there

right

the

that

w
ith

be

t = 1

t = 2

t = 3

t = 4

t = 5

t = 6

Figure 4: A trace over time of the meaning probability distribution for the word ball.

3 Details of the Probabilistic Model

3.1 Utterance–Scene Input Pairs

The input to our word learning model consists of a sequence of utterance–scene pairs that link a
scene representation (what the child perceives or conceptualizes) to the utterance that describes it
(what the child hears). We represent each utterance as a set of words, and the corresponding scene
as a set of meaning symbols, as in:

1. U(t) : Joe is quickly rolling a ball

S(t) : {joe, happy, roll, a, red, ball, hand, mommy, talk}

where the superscript t stands for the time at which the current input pair is received — that
is, t uniquely identifies the current input pair. U(t) stands for the current utterance, and S(t) for
the current scene. The above pair represents a situation where a child hears the utterance Joe is
quickly rolling a ball, while perceiving that “Joe is happily rolling a red ball with his hand while
talking to his mom.” (Note that the word quickly has no correct meaning element in the scene
representation [noise], and there are a number of meaning elements that do not correspond to
words in the utterance [referential uncertainty].) Section 4 provides details on how the utterances
and the corresponding meaning symbols are selected to form the input pairs.
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Fazly et al. (2008): Referential Uncertainty
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(a) Effect of referential uncertainty on learning (b) Effect of noise on learning

Figure 8: Difference in the learning rates: (a) for input with and without referential uncertainty; (b) for
input with and without noise.

and literacy status of mothers affect the quantity and the properties of the mothers’ speech directed
to their children (Schachter, 1979; Ninio, 1980; Pan et al., 2005), and this in turn affects the
pattern of vocabulary production in the children. For example, Pan et al.’s experiments show that
nonverbal input (e.g., pointing) has a positive effect on children’s vocabulary growth, reinforcing
that cleaner data (with less referential uncertainty) accelerates vocabulary acquisition. Similarly,
Schachter’s analysis shows that socioeconomically-advantaged mothers tend to produce significantly
more responsive talk (directed to their children), and that children of advantaged mothers tend to
produce more speech. Nonetheless, our model is capable of learning the meanings of words, even in
the presence of a high degree of noise and referential uncertainty, which is congruent with the fact
that all (normal) children eventually learn the vocabulary of their language (see Pan et al., 2005,
who also find that some differences in maternal input mainly affect vocabulary growth at earlier
stages of learning).

5.3 Effect of Frequency in Word Learning

Here, we examine the role of frequency in word learning by looking into the relation between a
word’s frequency and how easily the model learns it. Specifically, we train our model on input
that contains noise and referential uncertainty, and examine the difference in the learning rates for
words from different frequency ranges. Fig. 9 displays four learning curves: one for all words in the
input, and three others, each for words which have appeared in the input at least twice, three times
or five times, respectively. (Note that low frequency words are only removed from the evaluations,
and not from the input data.) A comparison of the curves shows that the more frequent a word is,
the more likely it is to be learned. In particular, when only considering the learning rate of words
with a minimum frequency of five, learning is as easy as when there is no referential uncertainty in
the input (cf. the top curves in Fig. 8(a) and Fig. 9). These observations conform with the findings
of Huttenlocher et al. (1991) who show that there is a high correlation between the frequency of
usage of a word in mothers’ speech and the age of acquisition of the word. Results of experiments
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Fazly et al. (2008): Frequency Effects

29

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 104

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

time (no. of input pairs processed)

pr
op

or
tio

n 
of

 le
ar

ne
d 

w
or

ds

 

 

freq >= 5
freq >= 3
freq >= 2
freq >= 1 (All)

Figure 9: Effect of frequency: difference in the rate of learning words from different frequency ranges.

by Schachter (1979), Naigles and Hoff-Ginsberg (1998), and Hoff and Naigles (2002) also suggest
that the frequency of words has a positive effect on their acquisition.4

6 Vocabulary Growth

Examining the patterns of children’s vocabulary growth over the course of lexical development has
provided researchers with insight on the mechanisms that might be at work for word learning, as
well as on whether and how these mechanisms change over time. We thus look at the change in the
pattern and rate of word learning over time in our model (Section 6.1), and accordingly suggest
some possible sources for the patterns we observe (Section 6.2).

6.1 The Developmental Pattern of Word Learning

Longitudinal studies of early vocabulary growth in children have sometimes shown that vocabulary
learning is slow at the very early stages of learning, then proceeds to a rapid pace, and finally
becomes less active (e.g., Kamhi, 1986; Gopnik and Meltzoff, 1987; Reznick and Goldfield, 1992).
The middle stage of such a progression is often referred to as the vocabulary spurt . Vocabulary spurt
has been suggested to arise from qualitative changes in the nature of lexical acquisition over time,
e.g., a shift from an associationist to a referential word learning mechanism (Nazzi and Bertoncini,
2003), a sudden realization that objects have names or the naming insight (Kamhi, 1986; Reznick
and Goldfield, 1992), the development of categorization abilities (Gopnik and Meltzoff, 1987), or
the onset of word learning constraints (Behrend, 1990). The common belief among the proponents
of this view is that children’s early words (those learned prior to the spurt) are learned through
a slow associative process, whereas for learning later words children need to make use of biases
and/or constraints such as those mentioned above.

4A different conclusion was made by Pan et al. (2005) who did not find an independent (significant) effect of
mothers’ tokens on vocabulary growth in children. Nonetheless, their results revealed a positive effect of the produced
types on word learning, and a positive correlation between types and tokens.
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Role of Sentential Context

30

kitty is playing with yarn

Sara is cutting with scissors

He is playing with matches

Ian is washing with soap

X is DOing with Y physical 
object



Syntactic Bootstrapping

• Children can learn aspects of word meaning by drawing on 
syntactic structure of the sentence (Gleitman, 1990)

• E.g., differences in meaning of chase and flee cannot be fully 
learned through cross-situational learning

• Using syntactic structure in word learning has been 
computationally modeled in limited settings

• Niyogi’02, Yu’06, Maurits et al.’09
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• An extension of the probabilistic model of Fazly et al (2008)

• Integrate cross-situational and syntactic evidence

• Assumption: the syntactic category of each word can be 
determined based on its context

• Input: use manually assigned PoS tags as lexical categories

Alishahi & Fazly (2010): Integrating 
Syntactic Categories
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    that is an apple         DET  AUX  DET  N

    do you like apple?    AUX  N  V  N



Alishahi & Fazly: Integration Mechanism

• Aligning words and meaning elements: combine cross-
situational evidence with lexical categories

33

joe quickly eat a red handapplebig

Joe happily eating an apple

Figure 2: Sample alignments between words in an utterance, and meaning elements in the corresponding
scene representation. Thickness of a line indicates the strength of the established alignment; dashed lines
represent very weak alignments. For readability, only a subset of the alignments are shown.

merely by cross-situational analysis (e.g., ‘buying’ and ‘selling’ almost always happen at the same
time). Future work will need to integrate these information sources into the model.

2.2 Overview of the Learning Algorithm

We define word meaning as a probabilistic association between a word form and a concept. These as-
sociations (or word meanings) are learned based on a probabilistic interpretation of cross-situational
learning. Experimental data on children suggest that they are sensitive to cross-situational statis-
tics, and that they use such information in word learning (Forbes and Farrar, 1995; Smith and Yu,
2007).

We attempt to find the best mapping between each word and each meaning element from a
sequence of utterance–scene pairs similar to the pair presented in Fig. 1 on page 7. We view this
task as analogous to learning a bilingual word-list that contains the equivalences between words
in two different languages. The word learning algorithm we propose here is thus an adaptation of
an existing model for automatic translation between two languages: the IBM Translation Model
1, originally proposed by Brown et al. (1993). Unlike the original model (and the version used by
Yu 2005 as a computational model of word learning), our adaptation is incremental and does not
require an iterative batch process over an entire set of input pairs.

The model maintains a meaning representation for each word as a probability distribution over
all of the possible meaning elements. We refer to this distribution as the meaning probability of
the word, and refer to the probability of an individual meaning element in this distribution as
the meaning probability of that element for the word. In the absence of any prior knowledge, all
meaning elements are equally likely to be the meaning of a word. Hence, prior to receiving any
usages of a given word, the model assumes a uniform distribution over meaning elements as its
meaning. The input pairs are processed one by one, and discarded after being processed. After
processing each input pair, the meaning probabilities for all the words in the current utterance are
updated.

As the first step in processing an input pair, the meaning/referent of each word in the utterance
must be determined from the corresponding scene — that is, words in the utterance must be aligned
with the meaning elements in the scene. Our model does so through calculating an alignment
probability for each word in an utterance and each meaning element in the corresponding scene.
Fig. 2 depicts some hypothetical alignments established between words and meaning elements in
the utterance–scene pair of Fig. 1. Each alignment between a word and a meaning symbol is shown
as a line whose thickness indicates the strength of the alignment (i.e., the value of the alignment
probability).
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Abstract

It has been suggested that children learn the meanings
of words by observing the regularities across different
situations in which a word is used. However, experi-
mental studies show that children are also sensitive to
the syntactic properties of words and their context at
a young age, and can use this information to find the
correct referent for novel words. We present a unified
computational model of word learning which integrates
cross-situational evidence with the accumulated seman-
tic properties of the lexical categories of words. Our
experimental results show that using lexical categories
can improve performance in learning, particularly for
novel or low-frequency words in ambiguous situations.

For every input pair (Uttr(t), Scn(t)) at time t:

∀w ∈ Uttr(t), ∀f ∈ Scn(t) :

Uttr(t)

Scn(t)

a(w |f , Uttr(t)) = p(t−1)(f |w)�

wk∈Uttr(t)

p(t−1)(f |wk )
(1)

ac(w|f, Uttr(t)) =
p(t−1)(f |cat(w))�

wk∈Uttr(t)

p(t−1)(f |cat(wk))

weight(w) =
freq(w)

freq(w) + 1

a(w|f, U(t)) = weight(w) · aw(w|f, U(t))

+ (1− weight(w)) · ac(w|f, U(t))

assoc(t)(w, f) = assoc(t−1)(w, f) (2)
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fj∈F
assoc(t)(fj , w)

(3)
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• Learning rate over time:

➡ Integrating lexical categories in word learning improves 
overall performance

Alishahi & Fazly: Overall Learning Rates
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(8)         (17)        (25)        (23)         (261)      (60)       (599)  

p < 0.0001 p < 0.0001



Computational Word Learning

• Many computational models of word learning suggest that

• several behavioural patterns can be a by-product of the statistical 
properties of the input that children receive

• children’s behavioural changes are not necessarily due to a shift 
in the underlying learning mechanism

• a unified learning mechanism can explain a variety of effects 
that have been attributed to task-specific constraints or biases

36



Open Questions

• Most existing models do not use a realistic representation 
of semantic information

• Word learning studies are generally limited to mappings 
between nouns and concrete objects

• In particular, relational or abstract meaning representations 
are often ignored

• Computational studies of word learning have mostly been 
carried in isolation and independently of the other aspects 
of language acquisition
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