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Non-situated 
communication

I’m going to a 
party. Do you 
want to come?

OK.

Context
• form and content of discourse
• (purpose of discourse)



Non-situated 
communication

Use the 
wheelpuller to 
remove the 
flywheel.

?
Context

• form and content of discourse
• (purpose of discourse)



Situated 
communication

Appelt (1982)



Situated 
communication

• form and content of 
discourse
• purpose of discourse
• objects of the scene 
in the visual field
• spatial configuration
• gestures, gaze
• history of interaction
• task at hand 

Context



• Which are the linguistic and extra-linguistic 
aspects of context that are important for 
situated communication?

• How do these contextual aspects interact 
with and guide NLG? 

• In what ways can we model this 
interaction?

The issues 



Outline

• What is context and why bother with it?

• A small chronicle of approaches to capturing 
the context in NLG

‣ Classical linguistic context modeling

‣ Multidimensional context modeling

‣ Towards situated context modeling

• Conclusions
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What is context?

Context is what constrains a problem solving 
without intervening in it explicitly.

Brézillon (1999)



IJCAI-95 Workshop on 
context in NLP



Some of the 
workshop’s topics

• What is the relationship between formalization 
of context and natural language ideas of 
context?

•  Which phenomena and inferences observed in 
natural language are context-independent and 
which ones always depend on context?

•  How to automatically identify context-provided 
constraints resulting in conveying additional or 
different aspects of information?



Some of the workshop’s 
main conclusions

• Context increases 
information content of 
natural language utterances

• Context provides 
constraints on reasoning

• Context facilitates learning

but...

• Context in NLP stays 
rather unexplored

• Theory-versus-practice gap

• Context is a big bag of 
issues that seem to be 
highly domain-specific

• Works addressing context 
are too vague



A couple of years 
later...

• Dial Your Disc (DYD) system

• One of the first NLG systems with 
a dedicated context model

• Generation of spoken monologues 
about W. A. Mozart’s instrumental 
compositions

van Deemter & Odijk 
(1997)



How DYD works



Context modeling in 
DYD

Find a level of representation that is both 
rich and explicit enough to allow a system of 
rules to exploit the information in there for 
contextually appropriate utterances

‣ Set up a data structure and fill it with 
information

‣ Formulate rules that exploit this data 
structure

context model



DYD’s context model

• Knowledge state: Which information has 
been expressed so far, and when?

• Topic state: Which topics have already been 
dealt with, which are still to be considered?

• Context state: Which objects have been 
introduced? How and when?

• Dialogue state: What recordings have been 
selected so far?



So what information
does that encompass?

• both syntactic and semantic

• some generally required, some system-specific

• granularity subject to application               
(here: speech generation ⇒ prosody important)



Two questions arising

1. But, of course, context models have also 
come up in other settings (AI, DRT, ...). 
Wouldn’t it have been possible to re-use 
these context models for our purposes?

2. OK, so this looks like a reasonable model 
of context. Isn’t our problem solved now?



Context modeling in AI:
ist theory

• Goal: Introduce contexts as abstract 
mathematical entities with properties useful in AI

• Example: 

ist(context-of(“Sherlock Holmes stories”), Holmes 
is a detective)

• Axioms and rules for entering, leaving, lifting, 
transcending contexts

McCarthy (1993)



Problems with ist

• Context dependence in language is pervasive!

• Linguistic contexts change unexpectedly: 
discourse entities added, objects and 
expressions move into/out of focus

• We need context update and comparison 
mechanisms suitable for linguistic contexts

• Hmm how about Discourse Representation 
Theory (DRT) then? 



Context modeling in 
DRT Kamp & Reyle 

(1993)

x y z u

professor(x)
book(y)
own(x,y)
z = x
u = y
read(z,u)

Semantic Theory, SS 2009 © M. Pinkal, S. Thater 17 

Discourse Representation Theory 
(DRT) 

Text     ! = "  S1,  S2 ,  . . . ,  Sn # 

Syntactic analysis   P(S1)P(S2)  . . .    P(Sn) 

        K1  K2    . . .  Kn 

Interpretation by model embedding: 

              Truth conditions of  ! 

DRS construction K0 

Semantic Theory, SS 2009 © M. Pinkal, S. Thater 18 

An example 

•! A professor owns a book. He reads it. 

Det N V 

owns professor a 

NP VP 

S 

Det N 

book a 

NP 
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An example 

•! A professor owns a book. He reads it. 

V 

owns 

x VP 

S 

Det N 

book a 

NP 

professor (x) 

x 
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An example 

•! A professor owns a book. He reads it. 

V 

owns 

x VP 

S 

y 

professor(x) 

book(y) 

x  y 

DRS



Problems with DRT

• DRSs do not contain all the information we 
need. E.g. how do we deduce topic from a 
DRS?

• DRSs contain information irrelevant for 
generative purposes

• So what we really need (at least for DYD) 
is a computationally viable variant of DRT



Has DYD’s context model 
solved all our problems?

• Consider the following text:

M. Walker will give a presentation later today in 
the same room as where the opening session 
was held. He is currently in the coffee room, 
just around the corner and he might be an 
interesting person for setting up a project on 
ubiquitous computing.

• Is DYD’s context model sufficient here?
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The Parrot-Talk NLG 
system

• Human agents in the physical world 
are supported by software agents

• Text is generated for output on a 
wearable device (parrot)

• Conference center application: 
parrots search for information and 
encounters with other users who 
share same interests

Geldof (1999)



Context dimensions in 
Parrot-Talk

• Linguistic: How far ahead in the 
discourse have objects been mentioned?

• Extra-linguistic

‣ temporal: date, time

‣ physical: how close is target user?

‣ social implicature: what is target user doing?

• User profile: interest in which topics and 
persons?



That’s nice, but...

• We still seem to be far from a 
comprehensive situated context model

• What happened in situated NLG in the 
21st century?



Multimodal context 
in GRE
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Tree = insert det(R,Tree,Access,Point,Relatum)

return Tree

The functions find properties and find relations are (minimal variants of) functions

found in Dale & Reiter (1995) and Krahmer & Theune (1999) respectively. The

function find properties determines which properties of the PA list rule out any

of the remaining distractors and should therefore be included in the referring ex-

pression of R, essentially as it is done in the Incremental Algorithm. The function

find relations looks for relations of R to be included in the referring expression,

in essentially the same way as for properties. The function insert det determines

which determiner to add to the tree generated by the algorithm according to the

Dutch data of Beun & Cremers (1998) and the rules for Dutch proposed by Piwek

& Cremers (1996). When the referring expression for R contains no relatum, a

pointing act is included and the object is inaccessible (it has a low salience weight),

then a proximate demonstrative is inserted. A distal is used when the referring ex-

pression includes a pointing gesture or when the referent is accessible. In all other

cases a definite article is selected.

5.2 Worked example

We end our presentation of the multimodal algorithm by discussing an example

in which a sequence of two generated referring acts is considered. In the initial

situation in Figure 9 below, there is no focus space, no inherently salient object

and no linguistic salience. The salience weights of all the objects in the domain of

conversation are zero. The task is to refer to ∗. The algorithm includes a pointing
act because the index of difficulty for pointing to this object is below the threshold

C. At this point, all distractors are ruled out. Next, the relevant value of the most

preferred attribute is added (color). A proximate demonstrative determiner is cho-

sen on the basis of the values of three boolean variables: Point = True, Access =
False (since all objects are equally non-salient) and Relatum = False. The algo-

rithm outputs a pointing act accompanied by the referring expression “this black

block”.

**

< C

Figure 9: “this black block”

In the follow-up situation, presented in Figure 10, the focus space is updated

(in the way defined above) and indicated by the curly bracket. Now the previ-

ously described object (the black one) is the only object in the domain with a

non-zero linguistic salience weight. Within the focus space the black block has

a total salience weight of 12 (10 for maximal linguistic salience plus 2 for focus

this black block

Richer notions of multimodal 
context, with focus on REs

‣ deictic pointing gestures

‣ current focus of attention

‣ three-dimensional salience: 
linguistic, inherent, and focus 
space salience

van der Sluis & Krahmer (2001)



Multimodal context 
in GRE

Generating Referring Expressions in a Multimodal Context 7

focus space
︷ ︸︸ ︷

**

Figure 4: “the white block”

exploits the functional information expressed in the rest of the utterance. Only by

considering the action, a hearer can decide which white block the speaker is refer-

ring to. Since the algorithm we propose in this paper is solely aimed at producing

referring expressions and has no direct access to functional information expressed

by the entire utterance, this problem will not be dealt with here.

**

Figure 5: “put the white block in between”

Rule 4 Use absolute features as much as possible and use relative

features only as necessary.

This rule is already implicit in the ordering of preferred attributes argued for by

Dale and Reiter (see section 2). In the situation of Figure 6, the D & R algorithm

would describe ∗ as “the black black” (not including size), but ∗∗would be referred
to as “the large white block”, since the inclusion of white (an absolute property)

is not sufficient to rule out all distractors. For this, the relative property large is

required.

** ****

Figure 6: ∗ “the black block”; ∗∗ “the large white block”

Rule 5 If an explicit relatum is needed for referring to the target ob-

ject, choose as a relatum an object that is salient.4

4This rule is a slight generalization of Beun & Cremers, who do not discuss linguistic salience and

only mention relata which are inherently salient and/or in the focus of attention.

the white block

16 Ielka van der Sluis and Emiel Krahmer

Tree = insert det(R,Tree,Access,Point,Relatum)

return Tree

The functions find properties and find relations are (minimal variants of) functions

found in Dale & Reiter (1995) and Krahmer & Theune (1999) respectively. The

function find properties determines which properties of the PA list rule out any

of the remaining distractors and should therefore be included in the referring ex-

pression of R, essentially as it is done in the Incremental Algorithm. The function

find relations looks for relations of R to be included in the referring expression,

in essentially the same way as for properties. The function insert det determines
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Dutch data of Beun & Cremers (1998) and the rules for Dutch proposed by Piwek

& Cremers (1996). When the referring expression for R contains no relatum, a

pointing act is included and the object is inaccessible (it has a low salience weight),

then a proximate demonstrative is inserted. A distal is used when the referring ex-
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5.2 Worked example

We end our presentation of the multimodal algorithm by discussing an example

in which a sequence of two generated referring acts is considered. In the initial

situation in Figure 9 below, there is no focus space, no inherently salient object

and no linguistic salience. The salience weights of all the objects in the domain of
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sen on the basis of the values of three boolean variables: Point = True, Access =
False (since all objects are equally non-salient) and Relatum = False. The algo-

rithm outputs a pointing act accompanied by the referring expression “this black

block”.
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< C

Figure 9: “this black block”

In the follow-up situation, presented in Figure 10, the focus space is updated

(in the way defined above) and indicated by the curly bracket. Now the previ-

ously described object (the black one) is the only object in the domain with a

non-zero linguistic salience weight. Within the focus space the black block has

a total salience weight of 12 (10 for maximal linguistic salience plus 2 for focus

this black block

Richer notions of multimodal 
context, with focus on REs

‣ deictic pointing gestures

‣ current focus of attention

‣ three-dimensional salience: 
linguistic, inherent, and focus 
space salience

van der Sluis & Krahmer (2001)



Multimodal context 
in GRE

Richer notions of multimodal 
context, with focus on REs

‣ deictic pointing gestures

‣ current focus of attention

‣ three-dimensional salience: 
linguistic, inherent, and focus 
space salience

van der Sluis & Krahmer (2001)

that white block to the left of 
the black one
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space salience) and both the white blocks have a salience weight of 2. The task is

to refer to ∗, and the distractor set contains all the objects with a salience weight
higher than or equal to the target object (in this particular example, the distractor

set coincides with the focus space). Because the hand is too far away from ∗, the
index of difficulty is above the threshold and no pointing act is generated. Instead,

the algorithm enters the find properties routine. The algorithm adds the preferred

property (color) to distinguish ∗ from the black block in the focus space. No other
properties can be used to rule out the other white block. So, next the function

find relations is called. The function first tries the relation with the most salient

relatum (the first element of the PR list: the left-of relation between ∗ and the
black block. Including this relation does empty the distractor set: the remaining

white block in the distractor set does stand in the left-of relation to a black block,

but that one falls outside the focus space and thus has a zero salience weight. The

algorithm generates a description for the relatum: “the black one”. This descrip-

tion is inserted in the description for ∗. Finally, a distal demonstrative determiner
is inserted since the referent is accessible.10

**

> C

︸ ︷︷ ︸
focus space

Figure 10: “that white block to the left of the black one”

6 Concluding remarks

As noted in section 2, Dale & Reiter’s Incremental Algorithm has two attractive

properties: it is computionally attractive and psychologically realistic. To what

extent has our proposed algorithm inherited these properties? Given that our ex-

tensions are to a large extent motivated by empirical research, the current algorithm

can be claimed to model the way humans refer to objects in a multimodal setting.

In this respect, the multimodal algorithm presented here is as psychologically re-

alistic as Dale & Reiter’s. It arguably also captures more of the variety found in

human object references than the Incremental Algorithm does. The original Incre-

mental Algorithm is efficient (polynomial) because there is no possibility of back-

10Recall that the algorithm is currently aimed at generating Dutch descriptions (die witte links van de

zwarte). The use of a distal demonstrative determiner is probably less natural for English. See Piwek

& Cremers 1996 for discussion.
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A few years later

OSU Quake 2004 corpus of 
two-party situated problem-
solving dialogs

‣ deictic and exophoric (i.e. 
situational) reference

‣ language calibrated against 
spatial arrangement of 
world

‣ perceptual limitations

Your Objectives:

Before After

Figure 5: A portion of the instructions provided to the subject playing the Leader role

Figure 5 shows one task from the instructions, in which a

box is supposed to be moved from one end of a table to

another.

For more clarification on the stimulus and possible actions

of the subjects during the tasks, the reader is encouraged to

watch the Guided Tour video available on the corpus web-

site, a 15-minute MPEG movie which guides the viewer

through the entire map and explains the user controls. A

blueprint view of the map showing the layout of the two-

story virtual world used in the experiment is included in the

technical report (Byron, 2005).

2.5. Recording procedure
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Figure 6: Sketch of recording hardware

For each session, the corpus contains two movies, one

recording the virtual-world experience of each partner,

a separate audio recording in WAV format, and ortho-

graphic transcriptions of the audio. Figure 6 sketches

the hardware used in our recording process. Partners

spoke to each other through headset-mounted microphones

with enclosed-earcup headphones (Sennheiser HMD280-

Pro noise-cancelling supercardiod microphones). The au-

dio from the two subjects was combined with a Mackie Eu-

rorack UB1202 stereo mixer and recorded using the stereo

inputs of a Canon digital video camera. Using the multi-

track mixer, we separated the audio by panning the in-

puts full-left and full-right: the leader’s audio was recorded

panned full-left and the follower’s was recorded panned

full-right. Because the two subjects were sitting approx-

imately 20 feet apart in an office environment, there is a

slight amount of bleed-through of the other speaker’s voice

into the wrong channel.

The video-stream going to the leader’s computer monitor

was also sent to the video input of the digital video camera

to be recorded.1 Therefore, the audio signal and video ex-

perience of the person playing the leader role is aligned by

virtue of simultaneous recording to the video camera. For

the person playing the follower’s role, the video track of

their experience in the QuakeII world was recorded after the

session was completed, using the replay capability avail-

able in QuakeII, and once again feeding the video stream

from the computer monitor to the video camera. The au-

dio track containing both audio streams was added onto

the video record of the follower’s experience, and manu-

ally aligned. In order to confirm that the re-recording of

the playback of the follower’s experience was accurate, we

also replayed the leader’s viewpoint and verified that it was

identical to that which was captured on the camera.

2.6. Annotation

The dialog recordings have been orthographically tran-

scribed. The transcripts do not show timing information,

such as overlapping speech or word alignment with the au-

dio file, but plans are in place to complete an alignment

using the Anvil toolkit (Kipp, 2004). Transcription prac-

tices for non-words and abandoned utterances used the ICSI

meeting corpus guidelines (Janin et al., 2003).

3. Sample Data from the corpus

Figure 7 shows a portion of the dialog in session 10. The

partners are in a room together, and the leader (dialog lines

marked L) is describing the task that must be accomplished

to the Follower (marked F). Events external to the dialog are

marked with symbols at approximately the point at which

they occur. Once the Follower finds the correct trigger

button, at line 138-1, the object moves into place. This

fragment demonstrates the fact that both partners observe

changes to the world together, and the events or situations

they perceive become part of their mutual knowledge of the

1We attempted to do this recording with a variety of screen-

capture tools, but found that none of them could keep pace with

the frame rate produced by QuakeII.

Byron & Fosler-
Lussier (2006)



A sister corpus: SCARE

• 15 spontaneous English 
dialogue sessions

• Each session records the 
joint problem-solving of a 
pair of human partners 
working through a treasure-
hunt style task in a 3D virtual 
world

Stoia et al. (2008)



The SCARE corpus
• instruction giver (IG) guides 

instruction follower (IF) 
through completing tasks 

IF’s view of the world, 
as displayed on IG’s monitor

IG’s map of the worldStoia et al. (2008)





Example transliterated

walk forward and go through the 
first door you see [pause]

 and then go through the next 
one right in  front of it [pause]

 yeah that one [pause]
 ok [disfluency - w] and then 
turn to  your right [pause]

 and then hit the button in the 
middle [pause]



Example step-by-step
walk  forward and go through the 

first door you see

 and then go through the next 
one right in front of it

 and then turn to your right

 and then hit the button in the 
middle 

}navigation

} referring 
expression 
generation



What is happening 
here?

• More than mere GRE!

• Looks like the IG is manipulating the extra-
linguistic context of the discourse in a way 
that allows him to use a linguistic utterance 
of lower cognitive complexity

• How can an NLG system model that?
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Conclusions
• We’ve come quite a bit of a way since 1995, but 

there’s still a lot to be explored

• Fundamental questions about the nature of 
context in situated communication remain open

• No unified account of the various notions of 
situated context exists 

• However, with GIVE, we now have an 
infrastructure for systematically addressing 
these issues


