
a story telling robot: 
modelling and evaluation of 
human-like gaze behaviour
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motivations

• social functions of gaze behaviour

• gaze and task performance

• previous work on simulating gaze behaviour 
in agents and robots

• How are human-human and human-robot 
interactions related?
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social functions 

• communicating syntactic signals like verbal 
utterances and emphasis

• based on the structure and the content of 
the utterance.

• communicating interpersonal attitude or 
affect between speaker and listener

• indicating speakers attitude
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task performance

• Students were shown to recall significantly 
better the details of a story when the 
teacher made eye contact with them/when 
they received gaze.
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hypothesis

• Participants who are looked at more will 
perform better in the recall task.

• Participant who are looked at more will 
evaluate ASIMO more positively.
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Fig. 3. Experimental setup.

The gaze algorithm was implemented on ASIMO by fol-
lowing a hand-coded script of the story and synchronizing
ASIMO’s gaze behavior with a pre-recorded voice. Ten simple
arm gestures were automatically added for long utterances
(greater than the mean length of 2,400 ms for gaze at a
listener). Six special gestures such as bowing, crying or acting
angry were added by hand when they were semantically
appropriate. The location of the participants was not sensed
but was determined by placing two chairs at known locations
and programming ASIMO to look in those two directions.
The initiation of the robot’s movement was controlled by
the experimenter. The robot then introduced himself to the
participants, told his story, and ended the interaction.

C. Evaluation

We conducted a between-subjects experiment where partic-
ipants listened to ASIMO while he told a Japanese fairy tale
in English. We manipulated ASIMO’s gaze behavior to gaze
at one of the participants with 20% frequency and the other
participant with 80% frequency. Participants were placed at
the same distance from ASIMO and space was left between
them so that they would not interact with each other and the
robot’s gaze at each participant would be easily distinguishable
(Figure 3).

a) Experiment procedure: Participants were first given a
brief description of the experiment procedure. After the intro-
duction, participants were asked to answer a pre-experiment
questionnaire and then provided with more detail on the
task. ASIMO then introduced himself and performed the
storytelling task. After listening to ASIMO’s story, participants
performed a distractor task, where they listened to another
story on tape (“The Flying Trunk” by Hans Christian Ander-
sen [29]). Before listening to either story, they were told that
they would be asked questions regarding one of the stories.
All participants were asked questions regarding ASIMO’s
story. After completing the task, participants answered a post-
experiment questionnaire regarding their affective state, their
perceptions of the robot, and their demographic information.
ASIMO’s story, the story on tape, and the whole experiment
took an average of 17.5 minutes, 7.5 minutes, and 35 minutes
respectively. The experiment was run in a dedicated space with

no outside distraction. A male and a female experimenter were
present in the room during the experiment. All participants
were paid $10 for their participation.

b) Measures and sample: All factors in the experiment
were identical for each participant except for the two con-
trolled factors: the frequency of the robot’s gaze at each
participant (a manipulated independent variable) and the
participant’s gender (a measured independent variable). The
dependent variables measured were task performance, the
participant’s own affective state, their positive evaluation of
the robot, their perceptions of the robot’s physical, social, and
intellectual characteristics, their involvement in and enjoyment
of the task, and participant demographics. The post-experiment
questionnaire included a question as a manipulation check,
“How much did the robot look at you?” Seven-point rating
scales were used for all scales.

Twenty (12 males, 8 females) undergraduate and graduate
students from Carnegie Mellon University participated in the
experiment. Ten participants were assigned to the “looked at
80% of the time” condition. The other ten participants were
assigned to the “looked at 20% of the time” condition. All
participants were native English speakers and their ages ranged
from 19 to 33. Participants were chosen to have a variety
of majors including management sciences, social sciences,
art, and engineering. Four male and three female participants
had technical majors such as computer science, electrical
engineering and information systems, while eight males and
five females came from non-technical fields including english,
business/management, writing, and psychology. On average,
male participants had more video gaming experience and more
familiarity with robots than female participants did.

V. RESULTS

Our data analysis used three methods; repeated measures
analysis of variance (MANOVA), regression (Least Squares
Estimation), and multivariate correlations. The first method
applied an Omnibus F-Test to see if the difference between
pre-experiment and post-experiment measurements was sig-
nificant across the two experiments, task structures, and/or
genders. The second technique used a linear regression on the
variables that were significant across conditions to identify
the direction of main effects and interactions. The last method
looked at how these variables correlated with each other. We
also ran reliability tests and factor analysis on the scales we
used for measurement.

Item reliabilities for all partner (robot), task, and self eval-
uation scales except the mutual liking scale (α = 0.54) were
high. However, since our scales for partner evaluation were
created to evaluate human-like interface agents, we ran a factor
analysis of all the items that we used for partner evaluation
and created a highly reliable (α = 0.91), 8-item scale for
partner positive evaluation. An analysis of the manipulation
check showed that the participants were aware that they were
looked at more or less by the robot (F[1:16]=3.48, p<0.01).

Consistent with our first hypothesis, a regression on the
performance measure showed that participants who were

521

Authorized licensed use limited to: IEEE Xplore. Downloaded on November 4, 2008 at 14:43 from IEEE Xplore.  Restrictions apply.

the experiment
• 20 subjects, 12 males, 8 

females

• 2 conditions, looked-at 20% of 
the time, and looked-at 80% of 
the time

• 2 further conditions, male and female!

• 4 male and 3 female participants were 
students of technical majors.

• pre and post experimental questionnaires

• recall task after listening to another story 
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Fig. 2. Clustering of the four gaze locations used by the storyteller.

is the theme while “came home” is the rheme of the utterance.
In their model, speakers look away from their listener at the
beginning of a theme with 0.70 probability and look at their
listeners at the beginning of a rheme with 0.73 probability.
They suggested the following algorithm to simulate natural
gaze behavior using a randomized function, distribution(x),
that returns true with probability x.

for each proposition do
if proposition is theme then

if beginning of turn or distribution(0.70) then
attach a look-away from the listener

end if
else if proposition is rheme then

if end of turn or distribution(0.73) then
attach a look-toward the listener

end if
end if

end for

We used empirical data collected from a professional story-
teller to determine locations and frequencies for this algorithm.
We videotaped a professional storyteller relating two stories
to a two person audience. We used 30 minutes of video data
to analyze where in the environment and for how long each
gaze shift executed by our storyteller was directed. Our results
showed that the storyteller gazed at four different kinds of
locations: the two members of the audience, a fixed spot on
the table in front of her, and a set of random locations in
the room. Figure 2 shows a k-means clustering of these four
locations with cluster centers in black.

We defined “looking at” as keeping ASIMO’s gaze on one
listener once it was fixated there. “Looking away” meant
looking at the other listener or looking at a random spot or
the fixed location. When the gaze was not currently directed at
a listener, “looking at” meant looking at one of the listeners,
while “looking away” meant looking at any four of the targets
with predetermined probabilities. These probabilities were
derived from an analysis of the frequencies of our storyteller’s
gaze at each location. The duration of the gaze at each location
followed a normal distribution, which we used to determine
the length of the simulated gaze. Table I shows these values
for each gaze location.

Listener 1 Listener 2 Fixed Random
spot spot

Frequency (%) 13 11 38 38
Length (%) 38 27 30 5

Min (ms) 477 484 242 360
Max (ms) 15,324 5,914 13,674 4,383

Mean (ms) 2,400 2,262 2,640 1,072
Approx. StDev (ms) 500 500 500 250

TABLE I
LENGTH AND DISTRIBUTIONS OF GAZE AT EACH LOCATION.

B. Implementation

This gaze model was used with a hand-coded script of the
information structure of the fairy tale to simulate human-like
gaze behavior. The script marked the start of each theme and
rheme and pauses between utterances. Below is the pseudo-
code for our algorithm that extends the algorithm proposed by
Cassell and her colleagues. In our algorithm, distribution(x)
produces a uniform randomized function that returns true
with probability derived from [27] (e.g. 0.70) and from our
empirical data. For example, probability randomSpot is 38%
from Table 1. Function length(x) generates a duration for the
gaze over a normal distribution with mean and standard devi-
ation values from our empirical results (Normal(Mean(x),
StDev(x))).

for each part of the utterance (theme/rheme/pause) do
while the duration of the part do

if current part is pause then
if distribution(probability randomSpot)) then

gaze at random spot with length(randomSpot)
else

gaze at random spot with length(fixedSpot)
end if

else if current part is theme then
if distribution(0.70) then

if distribution(probability randomSpot) then
gaze at random spot with length(randomSpot)

else
gaze at random spot with length(fixedSpot)

end if
else

if distribution(probability listener1)) then
gaze at random spot with length(listener1)

else
gaze at random spot with length(listener2)

end if
end if

else if current part is rheme then
if distribution(0.73) then

if distribution(probability listener1)) then
gaze at random spot with length(listener1)

else
gaze at random spot with length(listener2)

end if
else

if distribution(probability randomSpot) then
gaze at random spot with length(randomSpot)

else
gaze at random spot with length(fixedSpot)

end if
end if

end if
end while

end for
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method
• based on Cassell et. al.’s 

empirical gaze behaviour 
model:
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Fig. 2. Clustering of the four gaze locations used by the storyteller.

is the theme while “came home” is the rheme of the utterance.
In their model, speakers look away from their listener at the
beginning of a theme with 0.70 probability and look at their
listeners at the beginning of a rheme with 0.73 probability.
They suggested the following algorithm to simulate natural
gaze behavior using a randomized function, distribution(x),
that returns true with probability x.

for each proposition do
if proposition is theme then

if beginning of turn or distribution(0.70) then
attach a look-away from the listener

end if
else if proposition is rheme then

if end of turn or distribution(0.73) then
attach a look-toward the listener

end if
end if

end for

We used empirical data collected from a professional story-
teller to determine locations and frequencies for this algorithm.
We videotaped a professional storyteller relating two stories
to a two person audience. We used 30 minutes of video data
to analyze where in the environment and for how long each
gaze shift executed by our storyteller was directed. Our results
showed that the storyteller gazed at four different kinds of
locations: the two members of the audience, a fixed spot on
the table in front of her, and a set of random locations in
the room. Figure 2 shows a k-means clustering of these four
locations with cluster centers in black.

We defined “looking at” as keeping ASIMO’s gaze on one
listener once it was fixated there. “Looking away” meant
looking at the other listener or looking at a random spot or
the fixed location. When the gaze was not currently directed at
a listener, “looking at” meant looking at one of the listeners,
while “looking away” meant looking at any four of the targets
with predetermined probabilities. These probabilities were
derived from an analysis of the frequencies of our storyteller’s
gaze at each location. The duration of the gaze at each location
followed a normal distribution, which we used to determine
the length of the simulated gaze. Table I shows these values
for each gaze location.

Listener 1 Listener 2 Fixed Random
spot spot

Frequency (%) 13 11 38 38
Length (%) 38 27 30 5

Min (ms) 477 484 242 360
Max (ms) 15,324 5,914 13,674 4,383

Mean (ms) 2,400 2,262 2,640 1,072
Approx. StDev (ms) 500 500 500 250

TABLE I
LENGTH AND DISTRIBUTIONS OF GAZE AT EACH LOCATION.

B. Implementation

This gaze model was used with a hand-coded script of the
information structure of the fairy tale to simulate human-like
gaze behavior. The script marked the start of each theme and
rheme and pauses between utterances. Below is the pseudo-
code for our algorithm that extends the algorithm proposed by
Cassell and her colleagues. In our algorithm, distribution(x)
produces a uniform randomized function that returns true
with probability derived from [27] (e.g. 0.70) and from our
empirical data. For example, probability randomSpot is 38%
from Table 1. Function length(x) generates a duration for the
gaze over a normal distribution with mean and standard devi-
ation values from our empirical results (Normal(Mean(x),
StDev(x))).

for each part of the utterance (theme/rheme/pause) do
while the duration of the part do

if current part is pause then
if distribution(probability randomSpot)) then

gaze at random spot with length(randomSpot)
else

gaze at random spot with length(fixedSpot)
end if

else if current part is theme then
if distribution(0.70) then

if distribution(probability randomSpot) then
gaze at random spot with length(randomSpot)

else
gaze at random spot with length(fixedSpot)

end if
else

if distribution(probability listener1)) then
gaze at random spot with length(listener1)

else
gaze at random spot with length(listener2)

end if
end if

else if current part is rheme then
if distribution(0.73) then

if distribution(probability listener1)) then
gaze at random spot with length(listener1)

else
gaze at random spot with length(listener2)

end if
else

if distribution(probability randomSpot) then
gaze at random spot with length(randomSpot)

else
gaze at random spot with length(fixedSpot)

end if
end if

end if
end while

end for
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method

• and analyzing gaze data from a professional story teller.

Fig. 2. Clustering of the four gaze locations used by the storyteller.

is the theme while “came home” is the rheme of the utterance.
In their model, speakers look away from their listener at the
beginning of a theme with 0.70 probability and look at their
listeners at the beginning of a rheme with 0.73 probability.
They suggested the following algorithm to simulate natural
gaze behavior using a randomized function, distribution(x),
that returns true with probability x.

for each proposition do
if proposition is theme then

if beginning of turn or distribution(0.70) then
attach a look-away from the listener

end if
else if proposition is rheme then

if end of turn or distribution(0.73) then
attach a look-toward the listener

end if
end if

end for

We used empirical data collected from a professional story-
teller to determine locations and frequencies for this algorithm.
We videotaped a professional storyteller relating two stories
to a two person audience. We used 30 minutes of video data
to analyze where in the environment and for how long each
gaze shift executed by our storyteller was directed. Our results
showed that the storyteller gazed at four different kinds of
locations: the two members of the audience, a fixed spot on
the table in front of her, and a set of random locations in
the room. Figure 2 shows a k-means clustering of these four
locations with cluster centers in black.

We defined “looking at” as keeping ASIMO’s gaze on one
listener once it was fixated there. “Looking away” meant
looking at the other listener or looking at a random spot or
the fixed location. When the gaze was not currently directed at
a listener, “looking at” meant looking at one of the listeners,
while “looking away” meant looking at any four of the targets
with predetermined probabilities. These probabilities were
derived from an analysis of the frequencies of our storyteller’s
gaze at each location. The duration of the gaze at each location
followed a normal distribution, which we used to determine
the length of the simulated gaze. Table I shows these values
for each gaze location.

Listener 1 Listener 2 Fixed Random
spot spot

Frequency (%) 13 11 38 38
Length (%) 38 27 30 5

Min (ms) 477 484 242 360
Max (ms) 15,324 5,914 13,674 4,383

Mean (ms) 2,400 2,262 2,640 1,072
Approx. StDev (ms) 500 500 500 250

TABLE I
LENGTH AND DISTRIBUTIONS OF GAZE AT EACH LOCATION.

B. Implementation

This gaze model was used with a hand-coded script of the
information structure of the fairy tale to simulate human-like
gaze behavior. The script marked the start of each theme and
rheme and pauses between utterances. Below is the pseudo-
code for our algorithm that extends the algorithm proposed by
Cassell and her colleagues. In our algorithm, distribution(x)
produces a uniform randomized function that returns true
with probability derived from [27] (e.g. 0.70) and from our
empirical data. For example, probability randomSpot is 38%
from Table 1. Function length(x) generates a duration for the
gaze over a normal distribution with mean and standard devi-
ation values from our empirical results (Normal(Mean(x),
StDev(x))).

for each part of the utterance (theme/rheme/pause) do
while the duration of the part do

if current part is pause then
if distribution(probability randomSpot)) then

gaze at random spot with length(randomSpot)
else

gaze at random spot with length(fixedSpot)
end if

else if current part is theme then
if distribution(0.70) then

if distribution(probability randomSpot) then
gaze at random spot with length(randomSpot)

else
gaze at random spot with length(fixedSpot)

end if
else

if distribution(probability listener1)) then
gaze at random spot with length(listener1)

else
gaze at random spot with length(listener2)

end if
end if

else if current part is rheme then
if distribution(0.73) then

if distribution(probability listener1)) then
gaze at random spot with length(listener1)

else
gaze at random spot with length(listener2)

end if
else

if distribution(probability randomSpot) then
gaze at random spot with length(randomSpot)

else
gaze at random spot with length(fixedSpot)

end if
end if

end if
end while

end for
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results

Fig. 4. Top: Main effect of condition and interaction between condition
and participant gender on task performance. Bottom: Interaction between
condition and participant gender on positive evaluation of the robot.

looked at more performed significantly better in the recall
task (answering questions regarding ASIMO’s story) than
those who were looked at less (F[1:16]=5.15, p=0.03). When
participant’s gender was included in the statistical model, the
effect was significant only in females (F[1:16]=8.58, p<0.01)
while men did not show any significant difference across
conditions (F[1:16]=0, p=1) (Figure 4).

Our analysis of the ratings of the positive evaluation scale
showed no significant main effect but a significant interaction
of experimental condition and participant gender (Figure 4).
Men rated ASIMO more positively when they were looked at
more while women’s evaluations were higher when they were
looked at less (F[1:16]=5.62, p=0.03). Although this result
reveals significant interactions with participant’s gender, it is
not consistent with the prediction in our second hypothesis.
Analysis of scales of participant’s affect, task enjoyment,
and task involvement did not show any significant effects or
interactions.

We also looked at how our scales correlated with partici-
pant’s computer use, their familiarity with robots, and video
gaming experience. A multivariate analysis using Pearson’s
correlation coefficient showed that ratings of the positive
evaluation scale was highly correlated with video gaming
experience (r=0.65, p<0.01), while not correlated with com-
puter use or familiarity with robots. This correlation held for
both genders although it was stronger in men. Video gaming
experience was also correlated with task enjoyment (r=0.53,
p=0.02).

VI. DISCUSSION

Our results supported the first hypothesis: the frequency
of the robot’s gaze affected performance on the recall task.
This result has design implications for human-robot com-
munication, particularly in education or other applications
where important material is being conveyed. For example, a
humanoid might try to engage a particular listener by looking
at that listener more when he/she does not appear to be
attending. Human-robot interactions might be designed so as
to improve the recall of the material being presented.

The second hypothesis, that participants who are looked
at more will evaluate the robot more positively, was not
completely supported because when we included gender as
a variable in that analysis, we found that women liked the
robot more when they were looked at less. This result was
surprising as the strong gender effect was not predicted by
the literature in human gaze. However, a more comprehensive
survey of results in the human-human communication litera-
ture, in particular of studies on proxemics [30], showed that
this effect might be due to differences in men’s and women’s
perceptions of personal space based on the amount of mutual
gaze established with a partner [31], [32]. Bailenson et al.
showed that these differences appeared in people’s interactions
with virtual agents [33]. They found that female participants
maintained more interpersonal distance between themselves
and agents who engaged them in eye contact than with agents
who did not. Male participants did not show similar changes in
behavior. This finding implies that because participants were
not allowed to control the distance between themselves and
the robot, females perhaps felt uncomfortable and evaluated
the robot negatively when the robot gazed at them more. Lack
of control over their distance with the robot did not affect
men and they evaluated the robot more positively when the it
looked at them more.

We also found that positive evaluations of ASIMO were
highly correlated with participant’s video gaming experience
and not with their computer use, which suggests that people
might perceive ASIMO as more like a video-game character
or avatar than like a computer. This result suggests that we
should rely most heavily on results in the interaction literature
for computer agents rather than computers themselves when
we design interactive experiences with humanoid robots.

Some elements of the professional storyteller’s gaze were
not accounted for by our model. For example, she occasionally
switched from looking at one listener to looking at the other
listener during a theme or rheme, but we could not find
a pattern with which to model this behavior. Although we
believe that our gaze model was sophisticated enough not to be
perceived as algorithmic by the participants, it is possible that
the introduction of more complexity based on more detailed
coding of human performances would improve its naturalness.
We plan to gather more data from professional storytellers and
use it for the next iteration of our gaze model.

Although we were careful to make our gaze model as
human-like as possible, there were still some unnatural el-
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other results

• Positive evaluations of ASIMO were highly 
correlated with participant’s video gaming 
experience and not with their computer 
use.
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problems

• due to physical design of the robot

• limited gestures

• not completely human like gaze 

• Some aspects of human story teller’s gaze 
were not taken into account.
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