
1. INTRODUCTION
As machines become fixtures in the home and workplace, our in-
teractions with them will become more sophisticated and inevi-
table. Within this context it has been proposed that social robots 
serve as an interface between humans and technology [1] with the 
supposition that the more anthropomorphic a robot looks like the 

more the user will expect the robot to behave like a human be-
ing. We assume that a human-like behaving robot is the easiest to 
use interface simply because humans are highly skilled in having 
natural interaction with and communication to other humans. Fur-
thermore, users would not have to learn a new technical vocabulary 
in order to reach a goal when interacting with technical devices. 
However, these assumptions have barely been tested in a system-
atic way. Is it indeed the case that the more anthropomorphic a 
robot looks, the more we expect it to behave in a human-like way? 
How is this expectation manifested in the human cognitive sys-
tem and what kinds of expectations are affected? Can we provide 
evidence for the Uncanny Valley hypothesis? The answers to these 
questions will have a severe impact on the further development 
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ABSTRACT
Theory of Mind (ToM) is not only a key capability for cognitive 
development but also for successful social interaction. In order for 
a robot to interact successfully with a human both interaction part-
ners need to have an adequate representation of the other’s actions. 
In this paper we address the question of how a robot’s actions are 
perceived and represented in a human subject interacting with the 
robot and how this perception is influenced by the appearance of 
the robot. We present the preliminary results of an fMRI-study in 
which participants had to play a version of the classical Prisoners’ 
Dilemma Game (PDG) against four opponents: a human partner 
(HP), an anthropomorphic robot (AR), a functional robot (FR), and 
a computer (CP). The PDG scenario enables to implicitly measure 
mentalizing or Theory of Mind (ToM) abilities, a technique com-
monly applied in functional imaging. As the responses of each 
game partner were randomized unknowingly to the participants, 
the attribution of intention or will to an opponent (i.e. HP, AR, FR 
or CP) was based purely on differences in the perception of shape 
and embodiment. 

The present study is the first to apply functional neuroimaging 
methods to study human-robot interaction on a higher cognitive 
level such as ToM. We hypothesize that the degree of anthropomor-
phism and embodiment of the game partner will modulate cortical 
activity in previously detected ToM networks as the medial pre-
frontal lobe and anterior cingulate cortex. 
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of robots as they address the fundamental cognitive mechanisms 
underlying the interaction with robots. To address these questions 
we directly investigated the interaction of human participants with 
artificial/robotic systems with increasing degrees of embodiment 
and anthropomorphism. Furthermore, participants were scanned 
by means of functional magnetic resonance imaging enabling us 
to measure cortical activation during these interactions. We expect 
the results of our studies to have a severe impact on the design of 
social robots.

In the experiment participants had to play a version of the 
classical Prisoners’ Dilemma Game (PDG), a paradigm commonly 
used in social psychology to study aspects of interpersonal behav-
iour. PDG matrices are used in functional imaging scenarios, be-
cause they enable to investigate implicit perspective taking with-
out having confounding influences due to social desirability. First 
(see Figure 1), the subjects were briefed to play in a face-to-face 
scenario against a human player (HP), the anthropomorphic robot 
BARTHOC Jr. (AR), a functional robot (FR) designed with two 
Lego Mindstorm sets, and a computer laptop player (CP). After-
wards the participants passed on to the MR-scanner located in a 
neighbouring room and were instructed to play the game during the 
next 30 minutes. While playing the scanner continuously recorded 
functional images of the brain.

The responses of the interactors (HP, AR, FR and CP) were 
randomized in advance, thus ensuring that the subjects’ differences 
in reactions were purely based on the different expectations and 
perceptions of their interactors. According to the general assump-
tion of social robotics our hypothesis was that the human opponent 
will evoke strongest activation of brain regions commonly associ-
ated with ToM, followed by the anthropomorphic robot, the func-
tionally designed robot and finally the computer (see Figure 1).

In Section II we refer to the interpretation of form and func-
tional images within the field of robotics on the one hand and the 
concept of ToM on the other hand. Section III describes the design 
of our fMRI-experiment. The results are presented in Section IV. In 
conclusion we discuss the paper in Section V.

2. RELATED WORK
In this section we address related work on the form of robots with 
emphasis on anthropomorphism, the Uncanny Valley hypothesis, 
and embodiment (Section 2.1). Section 2.2 outlines the related 
work with regards to the interpretation of Theory of Mind (ToM) 
and functional images in reference to the field of robotics.

2.1 Form of Robots
According to semiotic theories of product design the form of an 
object conveys many information [2, 3] about its functionalities or 
formal aesthetic structures. Most interestingly the form does not 
only implicitly (I) indicate the use of the object but also provides 
(II) connotating symbolic information referring to all associations 
in relation to the object. 

(I) Indicating signs of the object’s aesthetic form are indicat-
ing how specific parts of the object will behave. This idea is very 
similar to that of affordances [4] but also extends to social interac-

tion. In a similar way as a round tire is indicating the quality of 
rolling a smile on a face is indicating happiness. This matches with 
the idea of anthropomorphism. Anthropomorphism is described as 
a tendency to attribute human characteristics to objects and animals 
in order to interpret their actions, i.e. functions in an understand-
able way. According to v. Foerster [5] we anthropomorphize be-
cause it allows us to explain things we do not understand in terms 
that we do understand, and what we understand best is ourselves. 
Consequently, Duffy [6] argues a robot has to have a certain degree 
of anthropomorphic attributes for meaningful social interaction.

The form, i.e. the appearance of robots has a substantial influ-
ence on the assumptions people have about specific applications 
and behaviours [7, 8]. For example Fong et al. [9] differentiate be-
tween four categories of the robot’s form: anthropomorphic, zoo-
morphic, caricatured, and functional. According to anthropomor-
phism a human-like robot shape represents a human-like behaviour 
whereas a functional robot represents the ability to carry out rather 
restricted tasks. Therefore, the designer of robots should guaran-
tee that the form of a robot matches its functions. In this context 
DiSalvo et al. [10] suggest to consider a) an amount of robot-ness 
to emphasise the robot-machine capabilities and to avoid false ex-
pectations, b) an amount of human-ness such that the subjects feel 
comfortable, and c) a certain amount of product-ness such that the 
robot is also seen as an appliance.

The design of a robot’s head is an important issue within hu-
man-robot interaction (HRI) because it has been shown that the 
most non-verbal cues are mediated through the face [11]. Without 
a face the robot is anonymous [12]. The physiognomy of a robot 
changes the perception of its human-likeness, knowledge, and so-
ciability. Therefore, people avoid negatively behaving or looking 
robots and prefer to interact with positive robots [13]. Furthermore, 
an expressive face indicating attention [14] and imitating the face 
of a user [15] makes a robot more compelling to interact with.

(II) Due to the form humans are also connotating symbols. 
The Uncanny Valley hypothesis [16] is dealing with such connota-
tions. The idea of the hypothesis follows from Freud’s description 
of the uncanny (a translation of the German word ‘unheimlich’) 
[17]: “derives its terror not from something externally alien or un-
known but – on the contrary – from something strangely familiar 
which defeats our efforts to separate ourselves from it”.

The Uncanny Valley represents how an object can be per-
ceived as having enough human-like characteristics to evoke a con-
strained degree of empathy through one’s ability to rationalize its 
actions and appearance. When the movements and the appearance 
are almost human-like but not entirely, there are too many expecta-
tions of the capabilities and the result is a negative reaction from 
the observer. In the end, the object becomes so human-like that it 
is effectively treated as a human being where it has reestablished a 
balance between anticipated and actual function and form to a suf-
ficient degree that works [1]. 

Furthermore, the embodiment of a robot may have an effect 
when interacting with a robot. Bartneck [18] found a facilitation 
effect in his study with the emotional robot eMuu. Participants 
acquired a higher score in a negotiation game and they put more 
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Fig. 2. Functional Robot, Lego Mindstorms

effort into the negotiation when they interacted with the embodied 
robot character instead of the screen character. This may due to the 
feeling of social presence [19].

2.2 Theory of Mind / fMRI
As appropriate interaction is more and more becoming a key value 
in our highly social world, functional neuroimaging studies have 
addressed this issue in recent times. Thereby, studies increasingly 
focused on the investigation of human brain activity modulation 
with respect to the inference of intentions, goals and desires of 
others. In social cognitive neuroscience inferring the thoughts of 
a partner has been termed mentalizing or having a Theory of Mind 
(ToM) [20]. Adopting a ToM is enabling us to predict, anticipate 
and build a model of the thoughts of a partner and, in some cases, 
might prepare our behavioural response even before the partner has 
executed his move yet, an ability proofing to be advantageous in 
everyday situations (e.g. working environment, private life etc.). 
Research tasks implicitly evoking ToM related brain activation 
commonly consist of variations of the classical Prisoners’ Dilemma 
Game (PDG) with subjects mostly asked to either play putative 
human or computer partners. Recent findings indicate that humans 
do attribute self-generated actions, intentions and desires rather to 
human than to computer partners. However, activity in ToM associ-
ated brain regions (i.e. medial prefrontal cortex extending into the 
anterior (para-)cingulate cortex) were reported for the taking over 
of the perspective of an artificial (computer) partner, too [21, 22, 
23, 24, 25,  26]. By now the only functional neuroimaging study 
incorporating robotic agents stems from Gazzola and colleagues 
[27]. However, their study addressed the question of whether hu-
mans mimic artificial (robotic) limb movements similar to limb 
movements observed in other humans, thereby focusing on mirror 
neuron activity with respect to action perception and imitation.

Interestingly, until now it has never been examined whether 
humans attribute robotic agents higher cognitive processes such as 
intention or volition. And, if so, whether mentalizing on robotic 
agents differs at all to mentalizing processes discussed with respect 
to computer or even to human partners? Especially with respect 
to a growing interest and demand in appointing robotic agents as 
domestic help, caretaker or service agents, the question of how we 

perceive and interact with such artificial agents will be of major 
concern in future [26, 27, 28, 15, 8, 29, 30].  

3. EXPERIMENTAL PROCEDURES

3.1 Participants
We present preliminary data of four subjects that participated in 
the present study (based on the results of these data sets we aim at 
investigating another 20 participants). 

All participants had normal or corrected-to-normal vision and 
were right-handed according to the Edinburgh Handedness Index 
[33]. Participants were excluded if they were diagnosed with a 
past or present psychiatric, neurological, or medical disease. Par-
ticipants further underwent neuropsychological testing, including 
attention [34], executive functions [35] and IQ [36]. Furthermore, 
personality traits were investigated by means of the BFI [37]. The 
study was approved by the local ethical committee. All participants 
signed written informed consent prior to participation and were 
paid a fee for participation.

3.2 Setting of Briefing
Prior to scanning all participants completed a briefing consisting 
of a “get-together” with their putative game partners: a computer 
(CP), a functional robot (FR), an anthropomorphic robot (AR) and 
a human confederate (HP) (see Figure 1). 

a) The Functional Robot (FR)

The functional robot with its two arms (see Figure 2) was construct-
ed from two Lego Mindstorm sets (http://mindstorms.lego.com). 
Each arm consists of two servo motors and a Lego NXT controller 
that is a computer controlled Lego brick. The two servo motors are 
directly connected to the NXT controller. The movements of the 
servo motors are very precise (+/- one degree) so that a believable 
animation on a computer keyboard is warranted. The behaviour of 
pressing two buttons on a laptop keyboard is programmed with the 
Mindstorms NXT software which serves as an intuitive drag and 
drop programming software to design robots. The functional de-
sign represents two arms modeled after a human arm to support the 
idea of anthropomorphism.

b) The Anthropomorphic Robot BARTHOC Jr.

BARTHOC Jr. looks like a child at the age of five years with the 
size of 65 cm from the waist upwards (see Figure 3). The robot is 
able to move its torso which is mounted on a 65 cm high chair-like 
socket to the left and to the right. The socket includes the power 
supply, actuator controllors so-called iModules, and two serial in-
terfaces to a computer. One interface controls the head and neck ac-
tuators, the other one is connected to the actuators below the neck.

In total 41 actuators consisting of DC- and servo motors 
move the robot. The face has ten degrees of freedom to control 
jaw, mouth angles, eyes, eye brows, and eye lids. Therewith, the 
robot is able to imitate human-like facial expressions. The eyes are 
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vertically aligned and horizontally moveable. Each eye contains a 
Firewire color video camera with a resolution of 640 x 480 pixels. 
Furthermore, the head can be turned, tilted to its side and slightly 
shifted forwards and backwards. Each arm can be moved similarly 
to the movements of a human arm. With its five fingers on each 
hand BARTHOC Jr. is able to show simple grips as well as deictic 
gestures. The fingers use only one bending actuator, but they are 
autonomously controllable for believable movements. By using 
different facial masks which are made of latex we are able to alter 
the appearance of BARTHOC Jr’s face. This enables us to use male 
and female personalities within specific settings to study gender ef-
fects. For extended experiments with an adult-like robot we use the 
taller robot BARTHOC [29].

After introducing participants to their opponents for the up-
coming game sessions, participants were seated face-to-face with 
their anticipated game partners (see Figure 1). A notebook placed 
in front of the participant displayed the instruction of the experi-
ment. Notebooks – placed in front of each interactor - were linked 
to the participant’s notebook via mocked connecting cables. The 
keyboards placed in front of the robots were covered by a custom-
made plexiglass device. This construction was equipped with a 
fixed two-button system allowing the robot to press only two single 
keys (see Figure 2).

For the briefing both robots were programmed in advance to 
push their keyboard buttons exactly at the same time when the sub-
jects believed to play them. Similarly, the confederate contempora-
neously pressed his buttons when the subject assumed playing the 
human partner. However, during the tutorial as well as during the 
entire experiment, the response behaviour of the subject’s partners 
was randomized, thereby not enabling participants to really coop-
erate or find “a best way”. By this means it will be possible to infer 
pure “intentional stance” associated neural activity [38, 39] as pos-
sible strategies of the putative partners are hold constant.

3.3 Stimuli and Task Design
The briefing comprised two tutorial rounds for each condition (CP, 
FR, AR, HP and baseline). The task resembled decision games al-
ready applied by other research groups and can be considered as a 
variant of the PDG [25, 26, 22, 23, 24]. 

Taken together, participants always had to find a decision 
about cooperating or defecting with the respective interactor in a 
series of nine games in a row. Cooperation was signalled by press-
ing the left button on the computer keyboard, defection by pressing 
the right button, respectively. Depending on the interactor’s deci-
sion, the participant immediately received a previously defined and 
explicitly learned pay-off feedback, making the scenario highly 
interactive. 

The payoff feedback, as conveyed by the decision matrix (spe-
cifically developed and pre-tested) worked as follows: If both con-
tenders were pressing the left button, both of them would be grati-
fied with 20 points each (CC). In case that the participant would 
press the left button (cooperate) with the respective partner press-
ing the right button at the same time (defect), the participant would 
return with 10 points for this game, but the opponent would receive 
20 points (CD). The other way around, the participant (defect) 
would reap 20 points, while the opponent would receive 10 points 
(DC). In case both contenders choose to defect, the dilemma would 
eventuate with both sides receiving zero points (DD). CC implies 
mutual cooperation, while DD involves mutual non-cooperation 
[26]. Games were interspersed by a low-level baseline condition 
enforcing participants to alternately press the right and left button 
when a central cross hair appeared on the computer screen.

Importantly, the instruction given to the participants involved 
the demand to both, “win a series of games and reach a virtual 
highscore”. As these two converse goals could, per definition, not 
be reached by solely pressing one button, this matrix secured an 
almost equal pressing of both buttons, thereby supporting the idea 
behind: to find a decision based upon the reasoning about the op-
ponent’s last decisions, i.e. triggering Theory of Mind (ToM).

Finally, the briefing pursued two goals: firstly, familiarizing 
participants with the decision matrix and secondly, triggering a 
strong attachment of the participants to their game partners.
 
3.4 fMRI Setting
After the briefing the participant passed on to the MR-scanner lo-
cated in an adjacent room. The experimenter gave last instructions 
and clarified that the participant understood the winning matrix 
as well as the demand to both “win a series and reach a virtual 
highscore”. All putative game partners remained seated, while their 
notebooks were demonstratively “connected” to the MR presenta-
tion computer. 

At this point of time the help of the confederate was not need-
ed anymore. With the beginning of the functional imaging record-
ing a randomized script file (the experiment was performed using 
Presentation® software; Version 0.70, www.neuro-bs.com) was 
started with the projection of the identical setting of the briefing 
onto the MR-compatible video goggles (Resonance Technology). 
Prior to each series of games, participants were informed about the 
partner being played in the following (via portraits of CP, FR, AR, 
HP or baseline; 2500ms; see Figure 4). 

Hereafter, a central cross on the screen indicated the start of a 
series. In order to indicate a decision (either cooperation or defec-
tion), participants had to press one of two buttons with their right 

Fig. 3. Anthropomorphic Robot, BARTHOC Jr.
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hand on a fiberoptic custom-made and MR compatible response 
box. The central cross disappeared after 1500ms and was followed 
by an accumulated pay-off feedback for the current series (2000ms) 
enabling participants to draw an exact inference about the response 
selection of the current partner. The participant’s pay-off was in-
dicated by the lower numbers, the partner’s pay-off by the upper 
numbers, respectively (see Figure 4). During the low level baseline 
no numeral response feedback was given, instead two crosses re-
placed the numbers on the upper and lower side of the bar. 

The outcomes of each single game were recorded and saved 
to a computer file. A series of nine games per condition completed 
one block. Overall, participants played ten blocks per condition. 
After scanning participants were asked to fill out a final question-
naire about their impressions of the task and their opponents.

3.5 Image Acquisition and Analysis
All scans were performed on a 3T whole body scanner (see Fig-
ure 5; Phillips Medical Systems, Achieva, Best, Netherlands) using 
standard gradients and a standard quadrature head coil. Participants 
lay in a supine position, while head movement was limited by foam 

Fig. 5. MR-Scanner within the Experiment Fig. 6. Subject 3; all four conditions vs. control, respectively. 
Crosshair located at the local maxima activation. Activated areas 
comprise the right medial frontal gyrus (BA 6/9) extending onto 
the superior frontal gyrus (BA 8/9). (threshold of p > .05, FWE)

Human > Control (x=6, y=48, z=28)

AR > Control (x=2, y=38, z=44)

FR > Control (x=6, y=46, z=32)

Computer > Control (x=6, y=46, z=30)

padding within the head coil. In order to ensure optimal visual acu-
ity participants were offered MR-compatible glasses that could be 
fixed to the video glasses. For each participant, we acquired one 
series of 870 EPI-scans, lasting in total about 28.3 minutes. Stimuli 
were presented in a blocked design fashion, with ten blocks per 
condition and a block length of nine single games (one single game 
lasting 3500ms). 

Scans covered the whole brain, including five initial dummy 
scans parallel to the AC/PC line with the following parameters: 
number of slices (NS): 32; slice thickness (ST): 3.5 mm; interslice 
gap (IG): 3.75 mm; matrix size (MS): 64x64; field of view (FOV): 
192 mm x 192 mm; repetition time (TR): 2000 ms; echo time (TE): 
30 ms; flip angle (FA): 90°. 

For anatomical localization, we acquired high resolution im-
ages with a T1-weighted 3D FFE sequence (TR = 9.896 ms; TE = 
4.6 ms; NS = 180 (sagital); ST = 1 mm; IG = 0 mm; FOV = 256 x 
256 mm; voxel size = 1 x 1 x 1 mm).

MR images were analyzed using Statistical Parametric Map-
ping (SPM5, ww.fil.ion.ucl.ac.uk) implemented in MATLAB 7.0 
(Mathworks Inc., Sherborn, MA, USA). After discarding the first 
five volumes, all images were realigned to the first image to cor-
rect for head movement. Unwarping was used to correct for the 
interaction of susceptibility artefacts and head movement. Volumes 
were then normalized into standard stereotaxic anatomical MNI-
space by using the transformation matrix calculated from the first 
EPI-scan of each participant and the EPI-template. Afterwards, 
the normalized data with a resliced voxel size of 4x4x4 mm were 

timeline
2500ms 1500ms 1000ms 1500ms 1000ms

decision decision

pay-off
feedback
accumulated

partner to 
be played 
in the 
following 
series

pay-off
feedback
accumulated

Ten series a nine single games for each condition 
(HP, AR, FR, CP, or baseline)

+ +20

10

30

30

Fig. 4. Stimuli display and time course 
of the applied paradigm
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Fig. 7. Complex contrast “human vs. robots” (AR & FR); 
figures display activity measures of all four subjects. The crosshair is located at the local maxima activation 

(medial frontal cortex (BA 9/10) extending into the superior frontal cortex). (threshold of p > .05, FWE)

Subject 1 Subject 2 Subject 3 Subject 4

z=52z=17z=6z=21

y=42y=63y=59y=54

x=4x=8x=4x=2

smoothed with an 8-mm FWHM isotropic Gaussian kernel to ac-
commodate inter-participant variation in brain anatomy. The time 
series data were band-pass filtered to remove artefacts due to car-
dio-respiratory and other cyclical influences. 

A general linear model (GLM) comprising five conditions 
(CP, FR, AR, HP and baseline) was specified for each participant. 
For all analyses we applied a conservative voxel-wise threshold of 
p<0.05 (FWE equaling Bonferoni correction). The reported voxel 
coordinates of activation peaks were transformed from MNI space 
to Talairach & Tournoux atlas space [40] by non-linear transforma-
tions (www.mrc- cbu.cam.ac.uk/Imaging/mnispace.html).

4. RESULTS / NEUROIMAGING DATA
The neuroimaging results will only be discussed with respect to 
frontal activity modulation (for more details on the functional neu-
roimaging data of this study the reader is referred to Sören Krach 
[skrach@ukaachen.de]). 

Regarding highly preliminary single subject data (see Figure 
6; exemplarily subject 3) it can be stated that all four experimental 
conditions (compared to the low-level baseline) elicited similar me-
dial prefrontal and superior frontal cortex activations (BA 8/9/10) 

(FWE corrected at p>.05). As these data sets must be regarded as 
highly preliminary (N=4) no prediction about population effects 
can be derived so far. However, all subjects exhibit profound ac-
tivity in brain regions considered to be participating in common 
Theory of Mind (ToM) tasks. 

Regarding neural differences with respect to playing a real hu-
man partner relative to playing robots (FR & AR), a stable and 
persisting medial frontal cortex activation extending into the su-
perior frontal cortex manifests for each single subject (FWE cor-
rected at p>.05). The local maxima activations are nearly identical 
to the centre of activation exhibited during the simple contrasts and 
correspond perfectly to the brain regions generally associated with 
ToM (see Figure 7). 

5. DISCUSSION
From a methodological point of view, misleading the participants 
by displaying random responses that are attributed to different hu-
man and computer opponents enables to calculate hemodynamic 
changes related to differences in the instruction only, ruling out 
possible interaction effects of scattered strategic alliances.  Hence, 
the present paradigm offered the possibility to uniquely measure 
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brain activity related to the simple supposition made by the par-
ticipants about the intentions, goals and ambitions of the partner 
independent of its behavioural response [39].  

The design of the experimental setting exposes to be highly 
believable for future studies. None of the four subjects noticed that 
the behaviour of all interactors was purely random at any time. 

On a neuronal level, we could demonstrate that participants 
tried to figure out the goals and intentions of all interactors, docu-
mented by highly significant activations of brain regions common-
ly associated with mentalizing, i.e. the medial prefrontal cortex 
extending into the anterior cingulate cortex (ACC) [26, 24, 23, 39, 
22] (e.g. Figure 5). 

Furthermore, all four subjects displayed strong cortical activ-
ity in these “suspect” areas when encountered with the human op-
ponent relative to the robotic interactors (see Figure 7). However, 
given the limited number of subjects (N=4) it was not possible to 
calculate more detailed contrasts, as e.g. robotic agents > computer, 
FR > AR or vice versa.  Yet, careful but rather preliminary inspec-
tion of the data revealed that three out of four subjects empathized 
more with the robots (AR or FR) than with the laptop indicating 
that with a larger sample size we might find a significant effect of 
anthropomorphism on the activation of ToM-related areas. We did 
not find a consistent tendency of the anthropomorphic robot (AR) 
evoking stronger reactions than the functional robot (FR) specu-
latively indicating that the anthropomorphic robot might cause an 
Uncanny Valley effect. To predict distinctive statements in refer-
ence to anthropomorphic effects, the Uncanny Valley hypothesis, 
and effects of embodiment we are continuing our studies by ex-
panding the highly expensive experiment with more than 20 sub-
jects to consolidate our findings and hypotheses.

In summary, although no statistically significant results with 
respect to our hypothesis of anthropomorphism causing higher 
ToM related activity could be found, we were able to show that our 
setting was stable and provided high face validity. With an increas-
ing sample size, we will be able to test each of our hypotheses. 
Secondly, we could show sustainable activities within the Theory 
of Mind (ToM) network while participants were interacting with 
each partner: a human, an anthropomorphic robot, a functional 
Lego Mindstorms robot, and a computer laptop. We were thus able 
to show a tendency towards higher activity modulation when par-
ticipants were facing robotic partners relative to the laptop partner. 
If this trend can be confirmed with increasing sample size, it would 
implicate that by designing robots with embodied/anthropomorphic 
features human interaction partners would indeed expect human-
like behaviour. This is consistent with the idea that physically em-
bodied agents will evoke stronger emotional responses by the users 
because they are able to physically manipulate the environment 
thus indicating that physical movement as well as the presentation 
of internal reasoning processes need to be very carefully designed 
in order to be acceptable and comfortable for human users. Finally, 
we could demonstrate a highly robust and significant ”human su-
periority effect”. 

With the present study we provide a new methodology to ana-
lyze the basic mechanisms of mentalizing and a method to inves-

tigate the basis of acceptance and comfort factors caused by the 
design of robots’ appearances and behaviors.
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