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ABSTRACT—Pointing was shown to focus attention in dialogue.
Pairs of people talked and gestured to identify targets from
arrays visible to both of them. Arrays were located at five dis-
tances: arm length (0 cm), 25 cm, 50 cm, 75 cm, and 100 cm.
Some pairs could point; others could not. People relied more on
pointing and less on language as distance decreased. Pointing
especially suppressed descriptions of target location, suggesting
that it was used to focus attention on a spatial region.

The ease of dialogue belies the close coordination of participants’

actions that takes place. People interacting coordinate turns (Sacks,

Schegloff, & Jefferson, 1974), eye gaze (Argyle & Cook, 1976), and

other behaviors. But one of the most important things they coordinate

is attention. People have a joint focus of attention if they are attending

to the same object and are mutually aware of it (Baron-Cohen, 1995;

Clark & Marshall, 1981).

Joint attention simplifies referring by circumscribing a subdomain,

either within discourse (Brennan, 1995; Grosz & Sidner, 1986) or

within shared visual space. In a collaborative building task (Beun &

Cremers, 1998), pairs used assumptions about joint visual attention to

reduce collaborative effort. Speakers produced referring utterances

(e.g., ‘‘the red block’’) that were ambiguous with respect to the task

domain, but the utterances were effective because they were unam-

biguous with respect to the subdomain within attentional focus. Eye-

tracking studies show that people use joint-attention assumptions

to rapidly circumscribe subdomains (Brown-Schmidt, Campana, &

Tanenhaus, 2002; Velichkovsky, 1995). Joint attention is an important

conversational resource.

The present study investigated whether pointing is used to coor-

dinate attention. Several authors have suggested it does (Buchler,

1940; Clark, 2003), but no experiments have directly addressed this

question. Pointing gestures are closely coordinated with language

(Marslen-Wilson, Levy, & Tyler, 1982) and processed automatically

(Langton & Bruce, 2000). Inaccuracy in detection of the referents of

pointing (Butterworth & Itakura, 2000) suggests that pointing shifts

attention into the visual periphery, rather than identifying referents. In

conversation, pointing marks initial reference to objects (Levy &

McNeill, 1992) or new information (Clark, Van Der Wege, & Katz,

2002), further evidence of an attention-shifting function.

But pointing is often considered ambiguous (Pechmann & Deutsch,

1982; Schmidt, 1999), on the basis of the assumption that it is used

mainly to locate a referent precisely. Standard accounts of deixis

(Lyons, 1981) make this assumption. And it is embodied in study

designs that involve selecting targets from a small number of alter-

natives (O’Neill & Topolovec, 2001; Thompson & Massaro, 1986).

Such designs preclude the study of pointing as a device for achieving

joint attention.

An alternative is that pointing is neither more nor less ambiguous

than language. Rather, it is part of a composite signal combining both

linguistic and gestural methods of reference (Bavelas & Chovil, 2000;

Clark, 1996; Engle, 1998; McNeill, 1985; Schmauks, 1991). Different

methods have different purposes. Pointing gestures circumscribe a

referential domain by directing gaze to an approximate spatial region.

Participants then assume joint attention and use reduced verbal

methods. Of course, under certain circumstances (e.g., the referent is

near), pointing can identify a target without language. In the com-

posite-signal view, referring is opportunistic (Clark, 1996): Speakers

minimize collaborative effort by trading off between linguistic and

gestural methods, so that the relative burden on each varies according

to the situation.

Three hypotheses were tested in the study reported here. The first

was that the relative use of pointing and language varies according to

the situation. As pointing becomes ambiguous, speakers will rely on it

less and compensate with language. The second was that pointing is

not redundant with speech. It reduces verbal effort to identify a target.

The third hypothesis was that pointing focuses attention by directing

gaze to the target region.

Pairs of participants talked and gestured freely to identify targets

(photos of faces) from arrays visible to both participants. One par-

ticipant, the director, identified each target to the other, the matcher.

Ambiguity of pointing was operationalized by varying the distance of

the arrays. Some pairs could see each other and therefore use pointing
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(visible pairs), whereas others could not (hidden pairs). The first hy-

pothesis was tested by analyzing frequency of pointing as a function of

distance in the visible condition. The second hypothesis was tested by

examining the effects of condition and distance on verbal effort.

The third hypothesis was tested by assessing use of different verbal

methods of referring: feature descriptions, which identified a target by

its attributes (‘‘the girl with red hair’’); location descriptions, which

described the position of the target in the array (‘‘on the far right’’);
and deictic expressions (‘‘that guy’’), which accompanied pointing

(Bühler, 1965; Lyons, 1981). Different methods contribute differently

to referring. Feature descriptions contrast a target with competitors

and, in principle, allow unambiguous identification (Olson, 1970).

However, when there are many competitors, feature descriptions used

in isolation may not minimize collaborative effort (Grice, 1975). If

speakers also attempt to focus attention, they should use location

descriptions before feature descriptions. By hypothesis, if pointing

focuses attention, then it should sometimes be used in place of lo-

cation descriptions.

METHOD

Participants
Forty Stanford University students participated in pairs (10 pairs per

condition) for credit or pay. Participants were native English speakers

with normal or corrected-to-normal vision.

Materials
The materials were five arrays, each consisting of twenty 4.5- ! 4.5-

cm color photos of faces. Each array was printed onto a 61- ! 61-cm

sheet and affixed to a large board for ease of handling. Arrays had 10

targets and 10 distractors each. No photo was used twice. Arrays 1, 3,

and 5 had photos of women, and Arrays 2 and 4 had photos of men.

Photos were arranged so as not to form obvious rows and columns.

Directors received name sheets indicating the 10 targets for each

array. Each target’s name was printed above the corresponding photo.

Name sheets were hidden from the matchers’ view. For each array,

matchers received an answer sheet with the 20 photos of targets and

distractors. There was space above each photo to write the person’s name.

Procedure
The participants in each pair sat next to one another at a table on

which the name sheets and the answer sheets were placed (Fig. 1). The

person who sat on the left was the director, and the person who sat on

the right was the matcher. A second table was placed to the side of the

table opposite the participants, touching it in the middle and forming

a T shape. An easel was placed on this table to keep the array boards

vertical. Five distances were premarked for accurate placement of the

easel: arm length (0 cm), 25 cm, 50 cm, 75 cm, and 100 cm. At arm

length, the easel was flush with the side of the participants’ table

opposite them. They could touch the array by leaning forward.

In the hidden condition, a screen placed between the participants

completely hid them from each other. It did not hide participants’

views of the arrays at any distance.

Participants seated themselves in either chair, thus determining

their roles. At the start of the session, the easel was positioned at the

first distance (distances were presented in an essentially random

order). The experimenter explained the task and instructed participants

to proceed to identify the targets in the order on the director’s sheet.

They were told they could identify the pictures in any way they wanted

and both talk as much as they wanted, but should remain seated. The

experimenter placed the first array on the easel, started video re-

cording, and told the participants to begin. The director began by

trying to identify the first target and communicate that person’s name

to the matcher (e.g., ‘‘First is Ellen, at the top with glasses’’). The

matcher wrote the name down on the answer sheet, whereupon the

director continued with the next target.

When all 10 targets had been identified, the experimenter moved

the easel to the next distance, placed the second array on it, and

instructed the participants to continue. This procedure was repeated

until all five arrays were completed.

Data Collection and Coding
Two digital video cameras recorded the interaction, affording two

views of director and matcher. Recordings were mixed onto a split-

screen image for simultaneous viewing. Dialogue was transcribed

word for word. For each target, coders noted whether or not (i.e.,

presence or absence) verbal (location, feature, and deictic descrip-

tions) and gestural (pointing) methods were used by either person.

Coding of deixis was restricted to demonstrative pronouns or ad-

verbs (this, that, here, there). Pointing was coded from the video and

considered to be present when the arm was fully extended. Hidden

pairs almost never pointed in such a way. When speaking, pairs in

both conditions sometimes pointed with their index finger only (elbow

resting on the table). Such points were not intended to be communi-

cative and were disregarded in the present study. Reliability (Cohen’s

kappa), assessed by independent coding of 20% of the data, was ac-

ceptable to good (Fleiss, 1981): .76 for location descriptions, .73 for

feature descriptions, .70 for deictic descriptions, and .65 for pointing,

all ps < .001.

Visibility and distance constituted a 2 ! 5 mixed-model design.

Dependent variables were verbal effort (number of words per array

used by director and matcher) and number of targets per array for

which various referring methods were used.

Arm length (0 cm)
25 cm

50 cm
75 cm
100 cm

Matcher

Answer sheet

Name sheet

Stimulus array

Director

Fig. 1. Experimental setup.
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RESULTS AND DISCUSSION

Pointing and Verbal Effort as a Function of Distance
Visible pairs pointed in referring to 52% of the targets. Thirty-two

percent of points were accompanied by deixis (e.g., pointing and

saying, ‘‘That’s John’’). Analysis revealed that pointing had different

functions depending on whether or not it was associated with verbal

deixis. Thus, points with deixis were analyzed separately from other

points.

Pairs used more points with deixis as targets got closer (Fig. 2); in a

repeated measures analysis of variance (ANOVA), the effect of dis-

tance (five levels, within subjects) was significant, F(4, 36)517.9, p<
.001. Post hoc tests (Tukey HSD) showed that pairs used more points

with deixis at arm length than at other distances. Their use of points

without deixis did not vary with distance (Fig. 2), F(4, 36)51.1, n.s.

Pointing reduced verbal effort. Visible pairs used fewer words as

targets got closer, whereas hidden pairs used the same number of

words irrespective of distance (Fig. 3). A 2 (condition) ! 5 (distance)

ANOVA revealed a significant main effect of condition, F(1, 18)5
12.1, p < .01; a significant main effect of distance, F(4, 72)57.2, p <
.001; and a significant interaction, F(4, 72)56.5, p < .001. Post hoc

tests showed that visible pairs used fewer words at arm length than at

25 cm. They also tended to use fewer words at 25 cm than at 50 cm

(but p < .10).

The two types of pointing affected verbal effort differently. The

number of words used per array correlated negatively with the number

of points with deixis (r5" .62, n550, p < .001), but was unrelated to

the number of other points (r5 " .14, n.s.).

Results thus support the first two hypotheses. The relative use of

points with deixis and language varied with distance. Points with

deixis reduced verbal effort. Other points were used independently of

distance and did not reduce verbal effort.

Impact of Pointing on Location and Feature Descriptions
Visibility suppressed location descriptions. Together with the results

already summarized, this supported the third hypothesis. Hidden pairs

used location descriptions 99% of the time, irrespective of distance.

Visible pairs used fewer location descriptions for closer than for far-

ther targets (Fig. 2). A 2 (condition) ! 5 (distance) ANOVA revealed

a significant main effect of condition, F(1, 18)5 30.3, p < .001; a

significant main effect of distance, F(4, 72)5 26.3, p < .001; and a

significant interaction, F(4, 72) 5 25.7, p < .001. Post hoc tests

showed that visible pairs used location descriptions less at arm length

(43% of the time) than at 25 cm (84%), and less at 25 cm than at 50 to

100 cm (97%).

Availability of gesture also suppressed feature descriptions, sug-

gesting that pointing was also used to identify targets. Hidden pairs

used feature descriptions 99% of the time, irrespective of distance.

Visible pairs used fewer feature descriptions for closer than for farther

targets (Fig. 2). A 2 (condition) ! 5 (distance) ANOVA revealed a

significant main effect of condition, F(1, 18)5 13.5, p < .01; a sig-

nificant main effect of distance, F(4, 72)5 6.1, p < .001; and a sig-

nificant interaction, F(4, 72)5 6.0, p < .001. Post hoc tests showed

that visible pairs used feature descriptions less at arm length (66% of

the time) than at other distances (93%).

Pairs in both conditions focused attention. Hidden pairs focused

attention with location descriptions before using feature descriptions

to identify the target: In these pairs, location descriptions preceded

feature descriptions 91% of the time (chance: 50%), t(9) 5 11.2,

p < .001.

For visible pairs, the suppression of location descriptions was due

to use of points with deixis. Pairs used location descriptions 92% of

the time with other points. But with points with deixis, the rate of

location descriptions dropped to 46%, w2(1, N5499)5107, p < .001.

The suppression of feature descriptions among visible pairs was also

Fig. 2. Results from the visible condition: mean number of targets per array identified by pointing gestures ac-
companied by deictic expressions, other pointing gestures, location descriptions, and feature descriptions as a
function of distance.
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due to use of points with deixis: Points with deixis were accompanied

by feature descriptions 71% of the time, whereas other points were

accompanied by feature descriptions 90% of the time, w2(1, N5499)

5 23, p < .001.

It has been reported (Butterworth & Itakura, 2000) that pointing

is implicated in large-scale attentional shifts. In the current study,

pairs identified one target after another, and the distance between

successive targets is a measure of the shift of visual attention. Did

participants point more often to targets far from their predecessor

than to targets closer to their predecessor? The target-predecessor

distance was computed for all targets except the first one in each

array (M 5 19.6 cm, SD 5 7 cm).1 The number of pairs using

points with deixis to refer to a target correlated positively with this

distance (r 5 .35, p < .05), whereas the number of pairs using

other points did not (r 5 ".1, n.s.), further supporting the third

hypothesis.

Difference Between Points With Deixis and Other Points
A fundamental difference emerged between the two kinds of pointing

gestures. One explanation for this finding is that demonstratives focus

attention, by directing the addressee’s gaze to the speaker’s gesture

(Bühler, 1965). When a gesture carries the main informational burden

of a referring act, speakers need to be sure that addressees are at-

tending to it. Using a demonstrative accomplishes this. This explains

the reduced verbal effort observed when pairs used points with deixis,

and is consistent with the tight coordination between pointing and

speech (Marslen-Wilson et al., 1982) and the fact that demonstratives

encode joint-attention status (Özyürek & Kita, 2002). It is not clear

what function, if any, was served by other points, although they may

have been redundant.

CONCLUSION

Pointing gestures were used to achieve joint attention, by circum-

scribing referential domains, as well as to identify referents. Claims

that pointing is ambiguous, or redundant with language, are often

based on the assumption that pointing is exclusively used for iden-

tifying referents. In contrast, this study supports the view that lan-

guage and gesture are used flexibly and opportunistically in dialogue.
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