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Discussion on Opinion Mining Application



Textmap: topic monitoring system

http://www.textmap.com�


Tweetmotif: Topic summarization on Twitter-
e.g. wikileak, parenting 

http://www.tweetmotif.com�


What the trend: Trend monitoring - e.g. 
wikileak

http://www.whatthetrend.com/�


Opinion gathering speed on Internet

• WSJ publishes an article “why chinese mother are superior” written 
by Amy Chua on 8th, Jan, 2011. Until 18th, Jan

• 6,800 comments on WSJ;

Keyword: Amy Chua
• 3,490,000 on Google
• 5,600 on twitter.com
• 5,289 on wordpress.com

Keyword: parenting
• 83,200,000 search results on Google; 
• 1,620,000 from twitter.com; 
• 502,000 from wordpress.com
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A question from Quora

http://www.quora.com/What-algorithms-can-be-used-to-cluster-opinions-about-a-topic-expressed-in-natural-language?q=opinion+mining�


Proposals of 
Opinion Mining Application and Solution?



Discussion on 
Resource for Movie Review Summarization



Reviews on “Das Leben der Anderen” @ imdb

http://www.imdb.com/title/tt0405094/usercomments�


Reviews on “Das Leben der Anderen” @ imdb

http://www.imdb.com/title/tt0405094/usercomments�


Top 250 movies voted by imdb users

http://www.imdb.com/chart/top?tt0405094�


What resource and which features you would 
like to choose for OM tasks?



Experiment on KomParse
Making NPCs express their opinions emotionally



Gossip Galore in Rascalli

http://rascalli.dfki.de/live/eca.page�
http://rascalli.dfki.de/live/eca.page�


Hank in KomParse



• Unsupervised machine learning

• Data: comments ranked by reviewers (1 ~ 10 stars)

• Features
– N-Gram Token Patterns
– Dependency Patterns

• Extra knowledge
– WordNet
– Negation expressions

• Learning algorithm
– Scoring system

Paul‘s solution

mailto:mpaul.burzlaff@dfki.de�


• Resource
– IMDb (http://www.imdb.com/), A movie online storehouse

• Interested in IMDB pages:
– with name (actors, authors, directors etc.)
– with title (movie title, movie recommendations from IMDb)

• Containing the information:
– Movie title
– Review
– Review title
– Review date
– Author name
– Author origin (optional)
– Recommendation of other users to this review (optional)
– The score the author gave the reviewed movie x/10 (optional)

Data Processing

http://www.imdb.com/�


<Record name="Paycheck (2003)" isA="Movie" 
type="IMDb user reviews">

<Feature name="Recommend">0 out of 3</Feature>
<Feature name="Time">25 December 2003</Feature>
<Feature name="Author">ak2k</Feature>
<Feature name="Review">A poor remake of Minority Report, 

with less talented actors. Promising plot line that wilted away in 
the first thirty minutes of the film. Interesting inductive journey 
and neat car chases, but nowhere close to my money's worth. 
I'd recommend to go and see LOR again.</Feature>

<Feature name="Score">1/10</Feature>
<Feature name="From">Illinois</Feature>
<Feature name="Title">A perfect Christmas movie has about as 

much connection with reality as Santa Clause does.</Feature>
</Record>

Data Processing



Presumptions and observations:

• Score indicates the sentiment of the review

• Short reviews are preferred over long reviews
– long reviews have a lot of objective parts about storyline, 

anecdotes etc.
– short reviews containing only the opinion over the movie and 

often expressed sentimental

• The sentiment classification on extreme reviews (very high or very 
low rating) are mostly unambiguous and clear while mid rated 
reviews have a lot of unclear sentences, such as one the one 
hand …on the other

Data Processing



• Filtering the review 
– The number of tokens > 900
– with a rating 4, 5, 6, 7 or 8 out of 10

• SCORE assignment to each sentence in the selected reviews
– SCORE = Rank ( 1 ~ 10 start)
– SCORE  + 1, if the sentence :

• Is the first, second or last sentence
• And contains the keywords, such as I, me, movie, film and this 

movie.
– SCORE  – 1, if the sentence :

• Has the length > 100
• And contains the keywords, such as imdb, you, your, spoiler and 

review etc.

• The sentence with the highest SCORE  from a review are selected.

Data Processing



Features – N-gram token pattern 

Extracting uni-, bi- and trigrams out of every sentence from the 
sentimental corpus

• For example:  I absolutely loved this movie.

• Unigrams:
– i (NP), absolutely (RB), loved (VVD)

• Bigrams:
– i  absolutely (NP RB), absolutely loved (RB VVD)

• Trigrams:
– i absolutely loved (NP RB VVD), absolutely loved this  (RB VVD DT)



Features – Dependency Pattern

Some important information is missed 
in N-gram tokens pattern. 
• funny and movie are not caught 
by a n-gram (n<6)

So, we include depends patterns:
• amod(movie-9, funny-4)

Tool: Stanford-Dependency Parser

This is a funny super interesting and exciting movie.

http://nlp.stanford.edu:8080/parser/�


• All 1-gram adjective and adverb patterns will be extended with 
WordNet. Both the synonyms and the antonyms are used. 

• For instance, 1-gram pattern “dry” can be extended with
– Parched / arid / anhydrous / sere / dried-up
– Wet / watery / damp / moist / humid / soggy

• In our experiment, the 
antonyms/synonyms are the 
words which connect the 
original word with a 
maximum distance of two.

Extra Knowledge -
Unigram patterns extended with WordNet



• Some elements in a sentence can change the sentiment of a word or 
phrase, such as

– Subjunctive: I thought this movie is good.
– Tempus: This movie was good.
– Negation: This film is not funny.
– Quotation: My friend told me “this is the best movie ever, you have to 

watch it” but I didn’t liked it.

• In our work, the content in the quotation is removed 

• we care only negations such as not, no, never and n’t, including
– no wonder, not just, not to mention etc.
– Restricted comparative sentences “not better as” “no more” etc.

Extra Knowledge – Negations



Algorithm – Score of patterns

• Each pattern has an iSCORE, including two sub-values
– iSCOREpos : the value of being positive
– iSCOREneg : the value of being negative

• The iSCORE is initialized with the frequency of this pattern from the 
corpus



• Although “more” negative scored sentences are used, i.e. (1/10, 
2/10, 3/10) vs.(9/10, 10/10), positive reviews are still twice the native 
ones.

• Assuming 1) there are X negative sentences and Y positive ones or 
on the other way round, and 2) Y > X

equalizer = Y / X
BIAS= equalizer / (X + Y + Y – X)
iSCOREY = iSCOREY / 2Y – BIAS

Algorithm – Data bias



• iSCORE = iSCOREpos - iSCOREneg

– If the value of the iSCORE is positive the computed polarity of 
the pattern is positive and if the value is negative the polarity is 
negative

• iSCORE = iSCORE * 2, if the pattern is binary
• iSCORE = iSCORE * 3, if the pattern is triple
• iSCORE = iSCORE * 2.5, if the pattern is a dependency pattern

Algorithm – iSCORE



• The synonyms have the same polarity as the word, while the 
antonyms have a reversed polarity. 

Algorithm – iSCORE extended by WordNet



• For instance, if Polarity(fast JJ) = positive, for words with the WordNet depth = 1 
– [iSCORE(swift), iSCORE(prompt) , …] += 0.3
– [iSCORE(slow) ] += - 0.3

• for the words with a WordNet depth = 2 
– [iSCORE(swift) , iSCORE(prompt), …] += 0.3 * 2= 0.6
– [iSCORE(slow)] += - 0.3 * 2 = - 0.6
– [iSCORE(sluggish)]  += - 0.3

– iSCORE(synonyms at the xnd depth) += 0.3 * ((max. depth + 1) – x) 
– iSCORE(antonyms at the xnd depth) += -0.3 * ((max. depth + 1) – x)

• # 0.3 is an arbitrarily chosen value

Algorithm – iSCORE extended by WordNet



The scope is computed by extending every „adjacent“ dependence 
starting with the negating word and skipping all long distance 
dependencies
• This movie isn't touching everyone, but it has some great scenes. 
10/10
• One constraint : Negation only work over the one-step “neg” 
connection.

Algorithm – iSCORE with negations



• This film is not that great.
– iSCORE(great ) += 1.0
– iSCORE(not that great) += -3.0
– iSCORE(cop(great-6, is-3)) += 2.5
– iSCORE(neg(great-6, not-4)) += -2.5

Algorithm – iSCORE with negations



• Data:  8,038 positive and 3,016 negative sentences

• Features
– N-grams (0<n<4) containing adjectives or adverbs
– WordNet depth of two, initial value = 0,3
– Negation

• Incomplete Result
– 75,60% ~ 95,12%

Experiment 1

Random 
samples

Right 
positives

Right 
negatives

False 
positives

False 
negatives

Unknowns

41 16 15 0 2 8



• Unknowns:
– Analysis between a statistical value of -5 and 5
– Sentences with unknown polarity:

• on the one hand…on the other
• they have done it again.
• i read somewhere that it is 'the next final destination'.

• With unknowns as correct an accuracy of 95,12% 
• With unknowns as an error an accuracy of  75,60%
• Without unknowns an accuracy of 93.94% 

Experiment 1



• Data:  4,395 positive and 1,733 negative sentences

• Features
– N-grams (0<n<4) containing adjectives or adverbs
– WordNet depth of two, initial value = 0,3
– Negation
– Dep-patterns

• Incomplete Result
– 78,23% ~ 94,55%

Experiment 2

Random 
samples

True
positives

True 
negatives

False 
positives

False 
negatives

Unknowns

147 80 35 0 12 24



• False negatives:
– 90 minutes long and only one unnecessary scene. 
– i never thought pacino would top "godfather" but boy was i 

wrong. 
– it was very educational and informative. 
– one of the better ww2 escape movies. 
– it's an all-time fave and i'm happy to hear that it's out on video!

• cop(happy-9, 'm-8)  negative
– i don't think there is one bad thing i could say about it.  

• too long negation scope

• Observation: most objective sentences are rated negative

• With unknowns as correct an accuracy of 94,55% 
• With unknowns as an error an accuracy of  78,23%
• Without unknowns an accuracy of  93,49%

Experiment 2



• Data:  4,890 positive and 1,864 negative sentences
– Different data set

• Features – Same as Experiment 2

• Incomplete Result
– 78,07% ~ 95,61%

Experiment 3

Random 
samples

True
positives

True 
negatives

False 
positives

False 
negatives

Unknowns

114 51 38 1 4 20



• False positives:
– john singleton has not, and probably never will make a good film.
– the scenario is pretty interesting.  (interesting has a negative iScore)

• Unknowns:
– This is a good movie but something is missing.
– i love kate / evangeline, but i hope mister eko will be eaten by 

lostzilla! 
– don't think the movie is over just because the credits are rolling!
– i have no objection to long movies, just short movies that seem 

long.
– he uses violence against people who are mean to him. Objective

• With unknowns as correct an accuracy of 95,61% 
• With unknowns as an error an accuracy of  78,07%
• Without unknowns an accuracy of  94,68%

Experiment 3



Comments, questions, suggestions &
Opinions?
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