
 
 Probabilistic Latent Semantic Analysis (PLSA) 
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• Does orthogonally matter?!
• Wouldn’t a sound statistical foundation 
be better?!

Motivation 
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Likelihood of document !
!
!
Introduce term-frequency matrix X!
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Introduce hidden topic!
!
!
!
Shorthand t=termt !

!
!
!
Likelihood of document !
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Relation to LSA?!
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Training objective function!

PLSA: training 
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Update term-topic matrix !
!
!
!

!
Update topic-document matrix!
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PLSA: training 
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P(t|k) for some topics!

PLSA 
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Comparison LSA  and PLSA 

From Th. Hofmann, 2000 8 !



 
 Non-negative Matrix Factorization  

 

See:!
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NMF: idea 

•  Find space that separates clusters 
better!
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NMF: the model 

•  Decompostion of a non-negative matrix 
X into two matrices W and H, both non-
negative!

•  A:  N x M – data matrix!
•  W:  N x R – source matrix!
•  H:  R x M – mixture matrix!

WH=A
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NMF: the model 

!
•  Determine W and H such that the product WH is as 

close as possible to A !

•  W and H are bound to be non-negative values !
!
•  Possible metrics!

–  Kullback-Leibler-Divergence !
–   Frobenius-Norm !
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Update!
!

!

NMF: training 
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In case the denominator vanishes, add a small number !

Relation to update!
From PLSA?!
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Homework 

Implement NMF.!
Decompose the matrix from exercise 9.!
Details in exercise 10.!
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Ways to find latent “semantic” 
spaces:!
• LSA !
• PLSA !
• NMF !
Similar factorizations!
Different target functions and 
constraints!

!

!

Summary 
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