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Goal

Goal:

treat document clustering and word clustering on the same footing (same
semantic space)

find low dimensional representations
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From Frequency to Meaning:
Vector Space Models of semantics

Based on paper by Turney and Pantel; Journal of Artificial Intelligence Research, 2010, page 141

Advantages

• Derive semantics from corpus

• Performs well on tasks that need to measure semantic similarity for words,
phrases, documents,
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Similarities

• Document-Document

-> build a term document matrix

-> Calculate distance between vectors representing documents directly

-> Use LSA, …

Similarities

• Document-Document

-> build a term document matrix

-> Calculate distance between vectors representing documents directly

-> Use LSA, …

Alternative: word-context matrix (context being phrase, sentence,
paragraph, …)

Assumption: words  that occur in similar contexts have similar meaning
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Similarity of Relations

Row:

pairs of words (e.g. mason:stone)

Column:

patterns:

X cuts Y

X works with Y

…

Patterns establish relations between words

Measure similarity between patterns

Similarity of Relations

Similarity of Relations
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Similarity of Relations

Similarity of Pairs of Words

Similarity of Relations

The big playground

• Pick:

• Type of context (e.g. document, sentence, pattern, …)

• Representation (e.g. frequency, tf-idf, …)

• Way to process the matrix (e.g. original, LSA, NMF, …)

• Distance metric (Euclidian, cosine, …)
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At http://alfonseca.org/eng/research/wordsim353.html in file
wordsim_similarity_goldstandard.txt you find human annotations for the similarity of
two words:

• Use Penn-Treebank to build a vector with context words (e.g. one left, one right)
containing the frequency (or tf-idf value) for each context word

• Calculate the similarity between the two vectors representing the first and second
word (Euclidian or cosine distance)

How good are you able to reproduce the human annotation?

This is a very experimental task!

Homework

…
tiger   cat     7.35
tiger   jaguar  8.00
tiger   carnivore       7.08
tiger   mammal  6.85
tiger   animal  7.00
tiger   organism        4.77
tiger   fauna   5.62
…

Vector-based Models of Semantic
Composition

Based on paper by Je! Mitchell and Mirella Lapata 
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Composition

• Meaning of larger units determined from meaning of
smaller units

• Morphemes

• Words

• Phrases

• Sentences

Approaches

• Logic-based View

• Write down logical expressions for parts

• Logical expressions for larger units derived from parts
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Limits

• Fully compositional: e.g. “black dog”

vs

• Idioms: “kick the bucket”

Formalizing composition

p=f(u,v,R,K)

u: representation of the meaning of the first constituent

v:  representation of the meaning of the second constituent

R: syntactic relation

K: Knowledge about the real world

p: meaning of the composition

What is a good f()?
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Vector based approaches

p, u and v are vectors in some semantic space

In particular:

p is in the same space as u and v

Linear functions

• Most general

with matrices A and B

• Specific versions
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additive

weighted additive

“Kintsch”
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Example

Hypothetical semantic space

04481di"culty

410260practical

ReasonableCraftEconomySolutionMusic

What would be the “combined semantics” using

• the additive model

• the weighted additive model (using !=0.4 and "=0.6)

Multiplicative combination (bilinear)

• Most general

that is

• Specific versions
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Experiments by Mitchell and Lapata

Collected human similarity ratings for

•  adjective-noun

• Noun-noun

• Verb-object

phrases

(e.g. how similar is “professional advice” and “expert opinion”)

Compare to models of compositionality

Results

Multiplicative performs best

But: theoretical foundation needed
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The playground of distributional
semantics

Compositionality

Summary


