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Abstract

This paper investigates the use of so-
cial and participant roles in the defini-
tion of dialogue games. We present a
formal representation which can be used
in the specification of role related re-
quirements for interaction between be-
tween artificial agents, and for the spec-
ification of human-computer interfaces.

1 Introduction

Dialogue participants have some reason to engage
in a dialogue: they are executing some social ac-
tivity, bound by conventional rules. Often the lin-
guistic realisation of a social activity activity is
standardised, and has turned into a dialogue type
or genre, such as information exchange or negoti-
ation. See Walton and Krabbe (1995) for a cate-
gorisation. The conventional rules of a genre may
be expressed as a dialogue game. This approach
has been applied in linguistics, e.g. (Mann, 1988;
Carletta et al., 1997) and in research on multi-
agent communication and argumentation (Walton
and Krabbe, 1995; Reed, 1998; Kraus et al., 1998;
McBurney and Parsons, 2002).

A dialogue game is a set of rules which de-
termine for each participant what dialogue moves
are allowed in a given dialogue context. The di-
alogue context contains the setting, the partici-
pants, the dialogue history and the apparent infor-
mation states of the participants, including com-
mitments and preferences. Update rules specify

the expected effect of a move on the apparent in-
formation states of the participants. Other rules
determine under what circumstances a dialogue
can be initiated and terminated and what the ap-
parent purpose of the participants is in initiating
or taking up a dialogue game.

Crucial in the description of a dialogue game
are the roles of the participants. A source of inspi-
ration on roles is Goffman (1959; 1981). Some
roles have direct linguistic relevance. For ex-
ample, the role of addressee is needed to de-
termine the meaning of the pronoun ‘you’. It
is well known that speakers adapt their way of
speaking to the role of the addressee (Ladegaard,
1995). Like stereotypes, roles generate expecta-
tions, and based on a role the participants of a dia-
logue are assigned the obligations and permissions
that make up the dialogue game rules (Traum and
Allen, 1994). However, to our knowledge a sys-
tematic way of expressing role requirements in di-
alogue does not exist.

In this paper we want to further investigate the
use of roles for understanding the regularities of
both human and artificial dialogue. We present
a crude formalisation which can be used in the
specification of requirements for interaction be-
tween artificial agents, and for the specification of
human-computer interfaces. The paper is organ-
ised as follows. Section 2 lists three examples of
organisation models in dialogue. Section 3 defines
the concepts of agents, groups and roles. Section
4 elaborates on the formalisation of role related
requirements, while section 5 reconsiders the ex-
amples of section 2.



2 Roles in Dialogue

Roles in dialogue can be distinguished by their
temporal scope. There are roughly three time-
scales. The participants fulfilling adynamic role,
such as speaker or addressee, may alternate re-
peatedly during a single dialogue. A formalisation
of dynamic roles requires a way of expressing the
role allocation change. An example is the turn tak-
ing mechanism (Sacks et al., 1974) to allocate the
roles of speaker, addressee and overhearer. The
allocation ofparticipant roleson the other hand,
such as an expert or novice in an information seek-
ing dialogue, remains stable during a single stretch
of interaction, or encounter. Such roles constitute
the current dialogue game. Finally,social roles
or role relations like teacher and pupil extend be-
yond single encounters. Their scope is determined
by the social activity or situation. Social roles are
presupposed by some moves in a dialogue game.
On the other hand repeated interactions of a par-
ticular type help shape social relationships. The
assignment of roles is often ambiguous, and is de-
termined in a joint process. Linguistic cues like
politeness help to indicate the current roles.

In each case the function of roles is both pre-
scriptive and descriptive. Roles define permissions
and obligations, but also trigger expectations and
assumptions. In this respect roles are like stereo-
types. The following examples illustrate the use of
dynamic, participant and social roles, respectively.

Example 1. Consider a classroom situation, in
which the teacher is giving a lecture, while the stu-
dents are attentive (t1). The teacher is the speaker
and the students are the addressees. Then the
teacher asks Bill a question (t2). Now Bill is
the addressee. The other students are still con-
sidered participants, because the question is in-
tended to be instructive for them too. Such side
participants are called auditors. By contrast, if the
headmaster would interrupt the teacher by enter-
ing the room and asking a question (t3), the stu-
dents would not be participants but overhearers. In
this case the students are recognised and allowed
to be present by the speaker, so they are called
bystanders. Unauthorised overhearers are called
eavesdroppers (Bell, 1984; Clark, 1996).
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Figure 1: Dialogue roles of example 1.

Example 2. Consider the dialogue genre of co-
operative information exchange (Hulstijn, 2000)
with the roles of expert and novice. First, an ex-
pert knows more about the topic of the particular
exchange than the novice. This difference in ex-
pertise or ‘information potential’ is the main rea-
son for engaging in an exchange of information in
the first place. Second, in case of a conflict be-
tween information from the expert and the novice,
both agents are likely to prefer the information of
the expert. Third, because the expert knows more
and knowledge is valuable, the expert is likely to
be of a higher status. This influences the wording
and syntax of the utterances in the exchange, the
turn-taking and the initiative handling. For exam-
ple, the novice is less likely to interrupt the expert.

Example 3. Consider a teacher and a pupil. The
setting is educational; the teacher is supposed to
teach the pupil. There is a power relation, partly
based on age and expertise, and partly on deferred
authority of the school. For example, the teacher
may discipline the pupil, assign homework, set ex-
ams and give grades. The setting allows different
kinds of encounter, so there is a repertoire of sev-
eral dialogue games (information seeking, exami-
nation, reproach), including also more general di-
alogue games like discussing the weather.



3 Organisation Structure

We introduce some concepts to give a formal
description of organisation structures. An or-
ganisation consists of a set ofagentsstructured
by groups, roles and role relations. The theory
is inspired by Ferber and Gutknecht (1998) and
modified after other research in multi-agent sys-
tems (Carmo and Pacheco, 2003; Wooldridge et
al., 2000). A discussion of the origin of roles in
the social, psychological and linguistic literature is
beyond the scope of this paper. In general, social
requirements are defined on roles instead of agents
for two reasons. Firstly, agents are autonomous,
although they are restricted by responsibilities and
obligations (Castelfranchi, 1998). They can for
example decide when and how to formulate their
responses. Secondly, the social activities that
determine role requirements are relatively stable,
whereas the allocation of agents to roles may alter
quickly.

In this paper the organisational concepts are in-
terpreted as follows.

A group is a set of agents that share a group
characteristic. For example, agents speaking a par-
ticular language, or agents that are mutually con-
nected by a communication channel form a group.

A role is a set of related constraints put on an
agent by its place in the organisation. A role de-
fines a set of constraints on the expertise, capabil-
ities, responsibilities, goals, obligations and per-
missions of the agent. A role is always related to
some organisational objective or activity. For ex-
ample, the role of chairman only makes sense dur-
ing a meeting. Agents may only fulfill a role pro-
vided they arequalified, i.e., possess the required
minimal properties to fulfill a role.

One role can be fulfilled by several agents. Con-
sider for example several postmen in a district. On
the other hand, one agent can fulfill several roles.
For example, Mintzberg (1979) identifies various
managerial roles: resource allocator, disturbance
handler, progress monitor, disseminator of infor-
mation, leader, etc. Aposition is a collection of
roles commonly fulfilled by a single agent. The
roles for a position must not interfere. For exam-
ple, a member of a program committee should not
review his own or his students’ papers. Organi-

sations must be designed in such a way that such
conflicts will not occur. This is calledseparation
of duty(Sandhu et al., 1996).

Role relations, also known as dependen-
cies (Malone and Crowston, 1994) orchan-
nels(Dretske, 1981) are simultaneous constraints
on two different agents, based on their respec-
tive roles. Role relations coordinate behaviour.
Examples are authority relations (employer-
employee), task-based dependencies (consumer-
producer) and communication channels (sender-
receiver). In computer science, interaction is spec-
ified by protocols, often in the shape of (timed)
automata. An example is the contract net protocol
(Smith, 1980). Below we use dialogue games to
express interaction constraints.

It is possible to define group, role and role rela-
tion in terms of each other. Groups can be defined
by the role of a group member. A role can be seen
as a role relation directed towards an abstract en-
tity like the organisation. Such a reference also
indicates the scope of the role requirements. Ac-
cording to Bill Mann (p.c.) role relations are prior
to roles. Compare for example the doctor role in a
doctor-patient relation, which is different from the
doctor role in a doctor-nurse relation.

4 Formal Requirements

To allow formal specification, we use predicate
logic to define an organisational structure. Con-
sider modelsM = 〈D, I〉 where the domainD =
A ∪ R ∪ G ∪ Ch ∪ E ∪ T consists of agentsA,
rolesR, groupsG, channelsCh, other entitiesE
and time pointsT . Since we want to quantify over
roles, groups and channels but avoid higher or-
der logic, we use specific predicatesR, G andCh
and writeR(a, r) whenever agenta enacts roler,
G(a, g) when agenta is a member of groupg and
Ch(a, b, ch) when channelch is established be-
tween agentsa andb. Whenever an entitye is cru-
cial to the definition of a role we writeR(a, r, e).
We allow nesting of groups and roles. So a group
may itself play a role at a higher level of abstrac-
tion. To deal with dynamic roles, predicates may
be indexed by momentst1, t2, .. ordered on a lin-
ear scale. More elaborate temporal logics can be
used when needed. We useθ to denote assign-
ments of objects to variables.



Organisation structures can be depicted graph-
ically, as in figure 1. Large ellipses represent
groups of participants. Small circles represent
agents, annotated with roles. Currently instanti-
ated role relations are depicted by an arrow, point-
ing from the initiator of the establishment of the
role relation to the other participant(s).

4.1 Role Definitions

Associated with a role is a set of requirements.
Think of these as the constraints put on an agent’s
behaviour, by virtue of the role. Such require-
ments may be expressed by formulas of the fol-
lowing form.

∀x r(R(x, r) → ϕr(x)) qualification
∀x r(R(x, r) → Oxϕ(x)) specification
∀x r(R(x, r) → Pxϕ(x))

A role definition consists of a set of such formu-
las. If predicate logic does not suffice, the re-
quirements must be expressed in another logic.
We use versions of BDI agent logics (Hindriks et
al., 1999; Wooldridge et al., 2000) extended with
a deontic logic. Role definitions consist of two
parts. Thequalification restricts the assignment
of agents to a role. If an agent does not comply,
it is unsuitable to fulfill the role in the first place.
Qualifications include expertise, capabilities and
motivation. Once assigned, we can use the quali-
fications of a role as a source of expectations.

Thespecificationdefines the actual responsibil-
ities, obligations and permissions of a role. If an
agent fails to achieve a responsibility, it is not im-
mediately taken from the role. In computer sci-
ence obligations and permissions are usually ex-
pressed in a table or by declarative policy rules
that are directly enforced by the operating system.
This conflicts with agent autonomy. Moreover,
if policies conflict, agents and system designers
need a form of ‘contrary to duty’ reasoning. In
such cases an explicit deontic logic with opera-
tors O (obligation) andP (permission) becomes
useful. The specification requirements can there-
fore be thought of as embedded in the deontic op-
eratorsO or P. Instead ofR(x, r) → Oxϕ(x)
it might be more appropriate to use specific con-
ditional obligationsOx(ϕ(x) | R(x, r)) (van der
Torre and Tan, 1999).

provided by agent required by role
knowledge expertise
capabilities permissions
goals responsibilities
practical reasoning rules interaction constraints

Table 1: Role-based requirements

4.2 Role Requirements

Consider table 1. On the right some kinds of role
related requirements are displayed; on the left the
corresponding agent characteristics.

Given a role, other agents expect certainexper-
tise andcompetence. Expertise can be expressed
in a modal epistemic logic with operators likeK
andB. For example, at school a pupil should know
that Paris is the capital of France. But we also want
to specify as yet unknown expertise. For example,
the chairman of a meeting is required to know who
will be present. Actually, one needs quite an elab-
orate logic to express such constraints. In this case
we choose a version of Groenendijk and Stokhof’s
(1996) semantics of questions combined with a
modal operatorKwh that embeds issues, i.e. the
content of a question, rather than propositions.

∀x(R(x,pupil) → Kxcapital(France,Paris))
∀xy(meeting(y) ∧ R(x, chair, y) →

Kwh
x ?z(present(y, z)))

We found that requirements on expertise generally
need to be formulated in terms of knowledge-wh,
so as potential answers to questions, rather than as
the customary knowledge-that.

Competence (knowledge-how) can be captured
by a list of capabilities, i.e., the actions an agent is
in principle capable to perform. The deontic coun-
terpart of a capability is a permission. The reason-
ing capabilities of an agent can be expressed using
practical reasoning rules, of the formCond ⇒
Action, to indicate which actions the agent should
perform based under what circumstances (Hin-
driks et al., 1999).

Task-based roles often containresponsibilities.
Responsibilities are those intentions the agent is
required to pursue by the nature of its role. Us-
ing the extended logic suggested above, responsi-
bilities are of the formR(x, r) → OxIxϕ. Like
for goals, one can distinguishmaintenance re-



sponsibilities, to maintain some property, from
achievement responsibilitiesto reach some non-
actual state of affairs.

It is difficult to separate responsibilities from
plain obligations. One difference seems to be that
responsibilities, like commitments, are voluntar-
ily accepted, whereas obligations are imposed. In
case of a violation, the violator is liable. A typical
sanction is banishment from the community. Fail-
ure of a responsibility is less dramatic; only when
the agent did not try and apparently did not have
the intention, this may be reason for a sanction.
Another difference concerns the time scale. The
scheduling of an achievement responsibility is left
to the discretion of the individual agent; achieve-
ment obligations are usually immediate, or have a
fixed deadline. The distinction between goals and
responsibilities is not always clear either. An agent
may identify so much with its role, that its respon-
sibilities become individual goals. This is called
embracement by Goffman (1981).

4.3 Interaction Requirements

Interaction constraints are specified by protocols
or dialogue game rules. As agents engage in a
dialogue, they make a commitment to play by its
rules. This creates a temporary community of par-
ticipants. In this community, the effect of a dia-
logue game rule on an individual participant can
be described using so called discourse obligations
(Traum and Allen, 1994). Discourse obligations
are conditional on the dialogue context, which in-
cludes the latest move. How can we separate inter-
action requirements into obligations for individual
roles? Roughly, there are two cases. If the ‘poles’
of a role relation, channel or dependency are iden-
tified with particular roles, as in the consumer-
producer dependency, these roles are used. Other-
wise, a dialogue game can be used to specify the
kinds of interaction that are allowed to take place.
For each dialogue game we identify the roles of
initiator and responder (Mann, 1988).

∀xy ch r1r2(Ch(x, y, ch) ∧ poles(ch, r1, r2) ↔
R(x, r1) ∧ R(x, r2))

∀xy d(Ch(x, y, d) ∧ dial game(d) ↔
R(x, ini, d) ∧ R(x, res, d))

Interaction can be modelled at several levels
(Clark, 1996). Usually, dialogue games are formu-
lated at the level of dialogue acts, having a certain
task related function and a semantic content. But
there are conventional interaction requirements at
the other levels too. At the syntactic level, it is ob-
vious that speakers take the addressee into consid-
eration. At the level below that, of presenting and
attending to signals, we may place the dynamic
roles of example 1. In multi-party face to face
spoken dialogue we may distinguish the roles of
speaker, addressee, overhearer, auditor and partic-
ipant (Bell, 1984). All people within hearing dis-
tance are overhearers. An auditor is an overhearer
that is ratified as a participant by the speaker.

∀xyz(Ch(x, y, z) ∧ face to face(z) ↔
R(x, sp, z) ∧ R(y, ad, z))

∀xzu(R(x, sp, z) ∧ hear(u, x) ↔ R(u, oh, z))
∀xzu(R(u, oh, z) ∧ R(x, sp, z) ∧ ratified(x, u, z)

↔ R(u, aud, z))
∀xz(R(x, sp, z) ∨ R(x, ad, z) ∨ R(x, aud, z) ↔

R(x,part, z))

4.4 Group Requirements

Similar to role related requirements, there are
group requirementsϕg that all members of a group
g ought to satisfy. For example, all members of a
club should have paid the membership fee. This
does not mean that all members have actually paid.
Violations are possible. On the other hand, hav-
ing a characteristic may be enough to qualify as
a member of a group. For example, hearing the
speaker is enough to qualify as an overhearer.

∀x g(G(x, g) → Oxϕ(x))
∀x g(G(x, g) → Pxϕ(x))
∀x g(ϕg(x) → G(x, g))

As part of the group characteristics we may re-
quire that all pairs of members of a group are con-
nected by some communication channel. On the
other hand, given a single communication chan-
nel, all the agents connected to that channel form
a group, e.g., all ships using radio channel 16.

∀xy g(G(x, g) ∧G(y, g) → ∃chCh(x, y, ch))
∀xy ch(Ch(x, y, ch) → ∃g(G(x, g) ∧G(y, g)))



Interesting group requirements relate to secrets or
classified information. By definition, a formulaϕ
is a secret among agents in grouph, when no agent
outside of the group knows it, and is allowed to
know it. A secret can be maintained by the indi-
vidual obligation of members of the group to keep
it a secret.

∀h(secret(ϕ, h) ↔ ∀x(Kxϕ → G(x, h)))
∀xy h(G(x, h) ∧ ¬G(y, h) ∧ secret(ϕ, h) →

Ox¬Kyϕ)

An issue, i.e. the content of a question, may also
be defined a secret. Issues can specify as yet un-
known knowledge, like a password. To maintain
the secret, we can specify an obligation that no-
body but you is to know your password.

∀h(secret(?ϕ, h) ↔ ∀x(Kwh
x ?ϕ → G(x, h)))

∀x(x 6= you → Ox¬Kwh
x ?y(passwd(you, y)))

In order for roles to work, the allocation of agents
to roles must be known among all members of
the group that use them. To this end, agents in a
role are often indicated by external characteristics,
such as a uniform, or placement behind a desk. A
role r is calledtransparentin grouph whenever
all members ofh know which agent is enacting it.

∀rhx(trans(r, h) ↔ (G(x, h) → Kx?yR(r, y)))

4.5 Exclusion

A single agent in an organisation may perform
many different roles at the same time. However,
some roles may not be combined. Such roles are
called mutually exclusive (Sandhu et al., 1996).
Organisations must be defined in such a way that
conflicts do not occur. This can be achieved by
putting exclusion clauses in the qualification re-
quirements. There are different kinds of exclusion.
Static exclusionconcerns roles that may not be
combined. For example, to avoid conflicts of in-
terest a government minister should not also be
manager of a large company.

∀x(R(x,minister) → ¬R(x,manager))

Dynamic exclusionconcerns roles that may be per-
formed by the same agent, as long as they do not

concern the same case. For example, a programme
committee member may submit a paper to a con-
ference, as long as she does not have to review
her own paper. Thus the roles of submitter and
reviewer are mutually exclusive, when it concerns
the same paper.

∀xe(R(x, submitter, e) → ¬R(x, reviewer, e))
∀xe(R(x, reviewer, e) → ¬R(x, submitter, e))

Resource-based exclusionderives from the distri-
bution of limited resources like time, tools or en-
ergy. If there is one hammer, only one person at a
time can use it. A turn-taking model can be imple-
mented using such an exclusive artifact or token.
Consider a relay race in athletics. The second run-
ner may not start before the first arrived. Overlaps
are difficult to observe, so the rule is implemented
using a baton. When the baton is dropped, the rule
is violated.

∀xy(R(x, runner) ∧ R(y, runner) → x = y)
∀x(R(x, runner) ↔ hold(x, baton))

An interesting example of resource based ex-
clusion is the speech channel. Unlike written
language for example, speech is not persistent.
Therefore, an utterance must be produced and pro-
cessed at the same time. Moreover, overlapping
speech signals interfere, which complicates hu-
man processing. For this reason, overlaps should
be avoided: the speaker role is largely exclusive.
On the other hand, a speech channel (attention)
needs to be maintained. This takes effort. There-
fore, gaps in the use of the channel should also be
minimised.

∀xyz(R(x, sp, z) ∧ R(y, sp, z) → x = y)
∀xz(R(x, sp, z) → speak(x, z))

The turn-taking mechanism is a self-organising
process that implements a balance between these
two opposing global requirements (Sacks et al.,
1974). In this sense, turn taking does not dif-
fer much from other resource allocation problems.
Similar to a baton, the speaker holds the turn.
Holding the turn gives the right to speak, but it
also triggers an obligation to speak or otherwise to
release the turn. Turn taking rules are summarised
in table 2.



For each of the following clauses, take
∀xyz t1t2t3 t1 ≤ t2 < t3, tcp(t1), tcp(t3)
R(x, sp, z, t1) → Pxspeak(x, z, t2)
R(x, sp, z, t1) → Ox(speak(x, z, t2) ∨ release(x, z, t2))
R(x, sp, z, t1) ∧ R(y, ad, z, t1) → Pxsel sp(x, y, z, t2)
speak(x, z, t2) ∧ ¬∃u(speak(u, z, t2)) → R(x, sp, z, t3)
sel sp(x, y, z, t2) → R(y, sp, z, t3)
release(x, z, t2) → ¬R(y, sp, z, t3)
¬R(x, sp, z, t1) ∧ R(y, part, z, t1) → Pyspeak(y, z, t2)

Table 2: Interpretation of turn taking rules

4.6 Global Requirements

A set of role definitions defines an organisation
structure. In addition to role definitions we as-
sume formulas expressing facts about individual
agents and about the environment. A set of role
descriptions with an assignment of agents to roles
defines a system. Since formulas may conflict, dif-
ferent extensions, maximal consistent sets of for-
mulas, correspond to different system configura-
tions. Given some constraints on the assignment
of agents to roles, we might be able to prove global
requirements of a system. Such constraints on the
assignment are (i) that agents are qualified, i.e.
satisfy the basic requirements that enable them to
fulfill the obligations and responsibilities associ-
ated with the role, (ii) that agents are motivated,
i.e. incorporate (enough) responsibilities associ-
ated with the role as a personal goal, (iii) that
agents are obedient, i.e. (usually) respect obli-
gations and permissions associated with the role,
(iv) that the roles assigned to one agent are non-
exclusive, and (v) that roles are transparent.

This line of reasoning can be sketched as fol-
lows: a set of role, group and role relation descrip-
tions Γorg, a set of agent descriptionsΓag, a de-
scription of the environmentΓenv and an assign-
ment θ of agents to roles that satisfies (i) – (iv)
may provide enough structure to prove global sys-
tem properties∆. However, because of the non-
determinism resulting from agent autonomy, we
expect that many global requirements can only be
demonstrated using simulation experiments.

Γorg, Γag, Γenv |=θ ∆

5 Applications

In this section we reconsider some aspects of the
examples of section 2.

novice(n) expert(e) x, y ∈ {n, e}
exp. ¬Kwh

n ?ϕ Kwh
e ?ϕ

resp. InKwh
n ?ϕ IeK

wh
n ?ϕ

perm. ask(x, y, ?ψ), inform(x, y, ϕ), ack(x, y, ϕ)
inter. latest move(σ, ask(x, y, ?ψ)) ∧Kyχ

∧ answer(χ, ?ψ, σ) → Oyinform(y, x, χ)
latest move(σ, ask(x, y, ?ψ)) ∧ ¬(Kyχ

∧ answer(χ, ?ψ, σ)) → Oyack(y, x, ?ψ)
latest move(σ, inform(x, y, ψ)) ∧Kyχ
∧ coherent(χ, ?ϕ, σ[ψ]) → Oyinform(y, x, χ)

latest move(σ, inform(x, y, ψ)) ∧ ¬(Kyχ
∧ coherent(χ, ?ϕ, σ[ψ])) → Oyack(y, x, ψ)

Table 3: Information seeking dialogue game

First consider the allocation mechanism of the
dynamic roles of example 1. Table 1 contains an
adaptation of Sacks et al. (1974, p 704) turn tak-
ing rules. It is meant to illustrate the definitions;
not to be of much empirical value. For now, we
use predicates indexed with time points, some of
which correspond to the so called turn relevance
places. We skip over the problem of projecting the
next turn relevance place on the basis of what was
said. We are developing a simulation algorithm of
the turn taking mechanism, using the agent pro-
gramming language 3APL (Hindriks et al., 1999).

Next consider example 2. Table 3 contains a
rough approximation of the role requirements for a
cooperative information exchange between expert
and novice on a particular topic, specified here by
an issue?ϕ, in a dialogue contextσ. We use di-
alogue game rules that model initiative-response
units. These are based on the latest move. The
answer requirement means thatχ is consistent, in-
formative, relevant and not over-informative with
respect to issue?ψ in dialogue contextσ. The co-
herence requirement means thatχ is consistent, in-
formative and relevant with respect to the dialogue
issue?ϕ in dialogue contextσ[ϕ], i.e., σ with ψ
added to it (Hulstijn, 2000).

Finally, reconsider the authority relation of ex-
ample 3 between teacher and pupils that allows the
teacher to assign homework and set exam dates,
in short, to assign new obligations and responsi-
bilities. In a way, a teacher has meta-privileges
and can alter part of the specification of the roles.
However, these alterations must take place by
means of a dialogue game that ensures that pupils
know the new rules and are in a position to com-
ply. Such dialogues are a topic of future research.



6 Conclusions

In order to specify dialogue game rules, we need
to be able to express requirements on the social
roles, participant roles and dynamic roles of dia-
logue participants. To this end, we have presented
the concepts of agents, roles, groups and role rela-
tions to model an organisation structure. We have
given a sketch of a way to formalise such an or-
ganisation structure, and have presented various
examples of its use in the specification of interac-
tion requirements. Further research is concerned
with a simulation of the turn taking mechanism,
improvement of the representation formalism and
application of the logic to a case study from elec-
tronic commerce.

Acknowledgements Thanks to Bill Mann for
suggesting this topic to me. The representation
is developed in collaboration with Jan Broersen,
Mehdi Dastani and Leendert van der Torre.

References
A. Bell. 1984. Language style as audience design.

Language in Society, 13:145–204.

J. Carletta, A. Isard, S. Isard, J. C. Kowtko, G. Doherty-
Sneddon, and A. H. Anderson. 1997. The reliability
of a dialogue structure coding scheme.Computa-
tional linguistics, 23(1):13–32.

J. Carmo and O. Pacheco. 2003. A role based model
for the normative specificatiuon of organized col-
lective agency and agents interaction.Autonomous
Agents and Multi-Agent Systems, 6:145–184.

C. Castelfranchi. 1998. Modelling social actions for ai
agents.Artificial Intelligence, 103:157–182.

H. H. Clark. 1996.Using Language. Cambridge Uni-
versity Press, Cambridge.

F. Dretske. 1981.Knowledge and the Flow of Infor-
mation. MIT Press, Cambridge, MA.

J. Ferber and O. Gutknecht. 1998. A meta-model for
the analysis and design of organizations in multi-
agent systems. InProceedings ICMAS’98, 128–135.
IEEE Press.

E. Goffman. 1959.The Presentation of Self in Every-
day Life. Doubleday, Garden City, New York.

E. Goffman. 1981.Forms of Talk. University of Penn-
sylvania Press, Philadelphia.

J. Groenendijk and M. Stokhof. 1996. Questions.
In Johan Van Benthem and Alice Ter Meulen, edi-
tors,Handbook of Logic and Language, 1055–1124.
North-Holland, Elsevier.

K. V. Hindriks, F. S. de Boer, W. van der Hoek, and
J.-J. M. Meyer. 1999. Agent programming in
3APL. Autonomous Agents and Multi-Agent Sys-
tems, 2(4):357–401.

J. Hulstijn. 2000. Dialogue models for inquiry and
transaction. Ph.D. thesis, University of Twente, En-
schede.

S. Kraus, K. Sycara, and A. Evenchik. 1998. Reaching
agreement through argumentation: a logical model
and implementation.Artificial Intelligence, 104:1–
69.

H. J. Ladegaard. 1995. udience design revisited: per-
sons, roles, and power relations in speech interac-
tions. Language and Communication, 15:89–101.

T. Malone and K. Crowston. 1994. The interdisci-
plinary study of coordination.ACM Computing Sur-
veys, 26(1).

W. C. Mann. 1988. Dialogue games: Conventions of
human interaction.Argumentation, 2:511–532.

P. McBurney and S. Parsons. 2002. Games that agents
play: A formal framework for dialogues between au-
tonomous agents.Journal of Logic, Language and
Information, 11(3):315–334.

H. Mintzberg. 1979.The structuring of organisations.
Prentice Hall, Englewood Cliffs, N.J.

C. Reed. 1998. Dialogue frames in agent communi-
cation. In Proceedings ICMAS’98, 246–253. IEEE
Press.

H. Sacks, E.A. Schegloff, and G. Jefferson. 1974.
A simplest systematics for the organisation of turn-
taking for conversation.Language, 50:696–735.

R. S. Sandhu, E. J. Coyne, H. L. Feinstein, and C. E.
Youman. 1996. Role-based access control models.
IEEE Computer, 29(2).

R. G. Smith. 1980. The contract net protocol: High-
level communication and control in a distributed
problem solver.IEEE Transactions on Computers,
29(12):1104–1113.

D. Traum and J. Allen. 1994. Discourse obligations in
dialogue processing. In Proceedings ACL’94, 1–9.
Morgan Kaufmann Publishers.

L. van der Torre and Y.-H. Tan. 1999. Contrary-to-
duty reasoning with preference-based dyadic obli-
gations.Annals of Mathematics and Artificial Intel-
ligence, 27:79–128.

D. N. Walton and E. C. Krabbe. 1995.Commitment
in dialogue: basic concepts of interpersonal reason-
ing. State University of New York Press.

M. J. Wooldridge, N. R. Jennings, and D. Kinny. 2000.
The Gaia methodology for agent-oriented analysis
and design. Autonomous Agents and Multi-Agent
Systems, 3(3):285–312.


