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'he who, where, When & how
much In a sentence

‘he task: identify lexical and phrasal information in text
. Which express references to.named entities NE, e.q.,
——* DPEersonN Names
» COmpany/organization names
~—  +* locations
o dates&times

* percentages

*  Monetan/ anmounts

-+ Determination of an NE
peaﬁmype:accmﬁmngme:taxummv—v Y
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Example off NE-annotated text

Delimit the named entities In a text and tag them

“With-NE

ypes:

<ENAMEX TYPE=,LOCATION“>Italy</ENAMEX>‘s business world was rocked

__ by the announcement <TIMEX TYPE=,DATE">last Thursday</TIMEX> that Mr.
- <ENAMEX TYPE=,PERSON">Verdi</ENAMEX> would leave his job as vice-

president of <ENAMEX TYPE=,0RGANIZATION"“>Music Masters of Milan,
—— Inc</[ENAMEX> to become operations director of
<ENAMEX TYPE=,0RGANIZATION“>Arthur Andersen</ENAMEX>.

N\/

I a9 ~COMnAa
o A Lulllyally

.. ltaly* is

sentence-initial [1 capitalization useless




uestion-Answering

—» Often, the expected answer type of a gquestion I
-~ alNE JH
o VWhat was the name ol -the 1irst Russian: astronaul to dt

a spacewalk?
» Expected answer type is PERSON

o Name the five most important software companies!

o Expected answer type Is a list of COMPANY

o |Nhere s does the ESSLLI-2004-take place?

* Expected answer type is LOCATION (subtype COUNTRY or
EN@\AVAN|

)

)/

s Vihen-will-be the - next talk?
o Expected answer type is DATE




German Named Entity

System Demo
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#7- WAG Query - Example 1 - Netscape
File Edit View Go Communicator Help

=12 x|

L and Web Mining: DEKI System WAG
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N
Search  Metscape Pt Security Shop Stop |
J- Bookmarks & Location: l'ﬂp ‘wag jﬂ\ de ‘examples 1 htmi J fjj What's Related

[ instart Message |5 Developedby Fe |5 WebMai [H] Cortact |5 Pecple |5 Yelow Pages [ Dawrioad 5 Channels (B [E] mickta search B Genersted Docum  [B) DFKIL

* Information Extraction
+ Answer Mining
* Text Zooming

Everything on the Web

Nouns | Mobelpreis, Chemie Seardllng only.__.
hitp://

Verbs Igewann

N parsan . I~ money
Template I |
Types ™ numbes ddr r percenlage
| |

Query : e Ak
Wer gewann den Nobelpreis in Chemie 2000 ?

= i ER e .
t‘suﬂ]ﬁvmsm-[nwh_ ES UPDATE gemacht: - Inbo... |




The Result Is an Indexed List of Named Entities

i Answers - Netscape

Bile Edit Yew Go Communicator Help

TITTOT TETTRCIITIT

* Answer Mining - c
* Text Zooming ... New query ? b'l". i b'l".

* On the Web

i.l,.n

. Alan Heeger
2. Herbert Kroemer

. (exact answer)
. Wilhelm Ostwald
I L P 840 kHeft 1 / Jaenner 2000 Nobelpreise 1999: Physik und Chemie Nukleare AstrophvsikMax Auwaerter
- Jack Kilby Preis Editorial R. Golser Physik 2000 W. Kutschera Physik Nobelpreis H. Pietschmann Chemie Nobelpreis
Kart Waeibrich C. Warmmth, F. Milota, A Tortschanoff, H F. KauffmannAktuelle Forschung: Nukleare Astrophysik T
AL Y e Ranscher Max Auwaerter Preis H Winter Science Week P. Rebemik Tagungen, Stellenausschreibungen,
. Kroemer Veranstaltungen, Fachansschuesse 707 kHeft 2 / April 2000 Elektromagnetisch induzierte Transparenz
> Blansis Analvse: SpitzenpublikationenPhysik-Event OePG 2000 Editorial R. Golser oepg (sentence answer)

. News _ Google smappet
OPG Mitteilungshlitter Physik 2000 (W. Kutschera); Physik Nobelpreis (H Pietschmann); Chemie Nobelpreis
9. Svante Arrhemus (C.Warmmuth, F Milota, A Tortschanoff, HF Kauffimann);

10. Wilhelm Roentgen

N .

Eme Liste weiterfuehrender Links zum Physik Nobelpreis Heeger, MacDiarmid Der Nobelpreis fuer Chemie
* PERSON_UNTITLED wird zu gleichen Teilen an die US-Amerikaner Alan J. Heeger von der University of Calfornia in Santa
* PERSON TITLED Barbara und Alan G. MacDiarmid von der University of Pennsyhvania in Philadelphia sowie den Japaner
Hideki Shirakawa von der University of Tsukuba in Japan fuer die Entdeckung und Entwickhmg von
lestenden Polvmeren verlichen (sentence answer)

Google smappet
Nebelpreise Physik und Nobelpreise Physik und Chemue 2000 Michaela Simon 10.10.2000 Eine Liste westerfiihrender Links

zum Chemae-Nobelpreis. EMal Fnends._ top of page, ;I
- === Document: Done Sie £ AP ) | 4

@ start| [ Answers - Netscape |3 UPDATE gemacht! - Inbo... | { Microsoft Powerpoint - .. | B« @h 17os
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Average Results (40 Questions)
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Difficulties off Automatic NER

~» Potential set of NE Is too numerous to include
— In dictionaries/Gazetteers

* Names changing| constantly.
* Names appear in many variant forms
- » Subseguent occurrences of names might be

- abbreviated

ISt search/matching does not perform we

- context based pattern matching needed




Difficulties fior Pattern; Matching
Approach

— Whether a phrase Is a hamed entity, and what
- phame class it has, depends on

o |nternal structure:
Mr. Brandont

o Context:
sihe-new:-cenpany, Salelek,; will-make airbags.”

o Eelyl XU, researcher at DEKI, Saarprticken




NE and chunk parsing

-~ » POS tagging plus generic chunk parsing

- alone does not solve the NE problem

(Ignoring type assignment for the moment)

o Complex moedification; target structure

e [[L Komma 2] Mio Euro]

CARD NN CARD NN NN

o POS tagging and chunk parsing would coenstruct

fellowing syntactical- possible but wrong structure

o [1 Komma][2 Mio][Euro]




NE and chunk parsing

. oAt

o [Date expression with target structure

o Am-[3. Januar 1967
CARD NN CARD

— e« \Wrong structure-when-genenc ciunk
parsing

o Am (3. Januar] [1967]
CARD NN CARD




NE and chunk parsing

e Coordination of unit measures

e (arget structure

e [6 Eure-und- 50 Cents]
CARD NN KON CARD NN

— e Generic chunk analysis

. [6 Eurojund [50 Cents]
~ CARD NN KON CARD'NN




NE Co-reference

- NormanAugustineist im-Grunde seines: Herzens: ein: friedlicher Mensch. |
konnte niemals aurirgend etwas schiessen”, versichert der 57jahrige Cher
— des US-Rustungskonzerns Martin Marietta Corp. (MM). ... Die ldee zu
diesem Milliardendeal stammt eigentlich von GE-Chef JohnF. Welch jr. Er
schlug Augustine bei einem Treffen am 8. Oktober den Zusammenschluss
beider Unternehmen vor. Aber Augustine zeigte weniqg Interesse, Vartin
NMarietta von einem zehnfach grosseren Partner schiucken zu lassen.

-~ + Martin Marietta can-be a person name or a reference to a
~— company.
o |ff MM Is not part of an abbreviation lexicon, how do we
recognize It?
o Also by taking into account NE reference resolution.




NE IS ani interesting problem

—» Productivity of name creation reguires lexicon
lee pattern recognition
o NE ambiguity requires resolution methods
~ » Fine-grained NE classification needs fined-

grained decision making methods
e [axonomy.learning
-~ Multi-linguality.

o A text might contain-NE expressions firom: different
languages, e.g., output of IdentiFinder™




Why Machine Learning NE?

s System-based adaptation two new domains
» Fast development cycle
—Manuail-specification teo-expensive
~— * lLanguage-independence of learning algerthms-——
— NI-teols for feature-extraction-available; often as epen-souice

~» Current approaches. already show: near-human-like
- performance
o Can easily be integrated with externally available Gazetteers |

* High innovation potential
e Core learning algerithms are language independent, which
supports multi-linguality
— « Novel combinations with relational learning approaches
o (Close relationship to currently developed-ML-approaches of
reference resolution




Different approaches

Different degree of NL-preprocessing
o Character-level features (Whitelaw&Patrick, CoNLL, 2003)
o [okenization (Bikel et al., ANLP*1997) |
o POS + lemmatization (Yangarber et al. Coling 2002)

o Moerphology-— (Cucerzan&Yarowsky, ENMNIEP-1999)
o Eullparsing (Cellins&Singer, ENMNIRP-1990)

~+ Stipervised-learning
= Jrainingisbhased on availanlie verylarge annotated corpus

o Mainly statistical-based methods used

« HMM, MEM, connectionists models, SVM, hybrid ML-methods (cf.
http://ents.uia.ac.be/conll2003/ner/)

-+ Unsupervised-learming-——
— » Training only needs very few seeds and very-large un-annotated
corpus; Topic ofi this lecture




Current performance of Supervised
methoeds (CoNLL, 2003)*

[CNO3] | 88.12% | 88.51% | 88.31+0.7 | [KSNMO3] | 80.38% | 65.04% | 71.90+1.2

[KSNMO3] | 85.93% | 86.21% | 86.07+0.8 | [2J03] | 82.00% | 63.03% | 7127+, '!i!!!"

[{VIMPOS3 | 75. | 64.8 769.9 ‘:"l‘

| MMPO3] | 84.45% | 84.90% | 84.67+1.0 | [CCO3] | 75.61% | 62.46% | 68.41+1. L
| [CMPO03a] | 85.81% | 82.84% | 84.30+0.9 | [MLO3] | 75.97% | 61.72% | 68.11+1.4
| [MLO3] | 84.52% | 83.55% | 84.04+0.9 | [MLP03] 169.37% | 66.21% | 67.75+1.4
[[MEPO3] | 80.87% ] 84.21% | 82.50+1.0 | [WNCO3 -20% | 59.35% |
| WNCO3]* | 82.02% | 81.39% | 81.70+0.9 | [CNO3] | 76.83% | 57. 34% | 5. 67+1 4
| WPO3] | 81.60% | 78.05% | 79.78+1.0 | [HVO3] | 71.15% | 56.55% | 63.02+1.4
| [HVO3] | 76.33% | 80.17% | 78.20+1.0 | [DDO3] | 63.93% | 51.86% | 57.27+1.6
[ fHamo3} | 63.49% ] 38.25% | 47.74*1.5"
WWW:W@W

CMPO33a | //.83% | 2!“ ..Ai‘

b
F1JZ03] | 88.99% | 88.54% | 88.76+0.7 F1JZ03] | 83.87% | 63.71% | 72.41+1.3

* http://cnts.uia.ac.be/conl | 2003/ ner/




Main features used
2003 systems

*
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Table 3: Main features used by the the sixteen systems that participated in the CoNLL-2003 shared task
sorted by performance on the English test data. Aff: affix information (n-grams); bag: bag of words; cas:
global case information:; chu: chunk tags: doc: global document information: gaz: gazetteers; lex: lexical
features: ort: orthographic information; pat: orthographic patterns (like Aa0); pos: part-of-speech tags; pre:
previously predicted NE tags: quo: flag signing that the word is between quotes; tri: trigger words.




Leaming Approaches in CoNLL

—» Most systems used
— * Maximum entropy nodeling (5)

¢ Hidden-Markov models (4)
— + Connectionists methods (4)

* Near all systems used external resources,
e.0., gazetteers

o Best systems performed hybrid learning
~__approach

* Florian, Ittycheriah, Jing and Zhang: “Named Entity Re_cognition throug_h

based learning, and hid!delﬁll\!/larkov model




Details of Twoe Unsupervised NE
Leaming Methods

-~ Unsupervised NE Classification

— » Michael Collins and Yoran Singer; 1999

-~ = Unsupervised Learning of Generalized

- Names

o Yangar

PDET-

cin, Gris

Aman, 2002

o Lin, Yangarber, Gris

aman, 2003




Unsupernvised NE: idea

» Define manually only a small set of trusted
~_Seeds

~ = Jraining then only uses un-labeled data

— » |nitialize system by labeling the corpus with
~— the seeds

=xtract and generalize patterns from;the

iurther label the corpus
and to extend the seed set (bootstrapping)

neat the process unless no-new-terms-can
beldennﬂec




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




Unsupervised NE-learning: idea




'~ The task: torlearn a decision list to: classify
tstringsasqaersoﬂ, OCcalion or organization

The learned decision
list is an ordered
sequence of if-then
rules

... says Mr. Gates, founder of Microsoft ...  If features then person
. If features then

. If features then organization

. If features then person




Outline of Unsupervised Co-
Training
Parse an unlabeled document set

Extract each NP, whese head Is tagged as
proper noun

Define a set of relevant features, which can

ne applied on extracted NPs
Define twe separate types of rules-on hasis of

o Determine small initial set of seed rules
 |teratively extend the rules through co-training




Two Categories of Rules

= The key to the method'is redundancy in the
- two kind of rules.

~...says Mr. Cooper, a vice president of...

. v

Paradigmatic or spelling Syntagmatic or contextual

Huge amount of unlabeled data gives us these hints!




The Data

'Lg

|

\
pé?&ﬂA@J\leANA(QrkJimessaqt@q(mweqeﬂeéjr JJI
~ fUll'SENtENCE Parser.

- » EXtract consecutive seguences of proper nouns (i:

gge
— as NNP-and NNPS) as named: entity-examples if they

~ met one of following two: criterion.

.+ Note: thus seen, NNP(S) functions as a generic NE- |
type, and the main task is now to sub-type:it.




Kinds of Noun Phrases

-~ Wwhose |

s ...says [IViaury Cooper], [aVvice presidenty]...

-~ 1. There was an appositive modifier to the NP
Aead IS a singular neun (tagged NN

- 2. The

NPIs a complement to a preposition

-~ Whic

1 IS the

nead of a PP. This PP

modifies another NP whose head IS a

singular neun.

e .. fraud related to work on [a federally funded

— Sewage plant]{in-{Georgiajy.




(spelling, context) pairs created

s says VauryCooper, a vice-president...
o (Viaury: Ceoper, president)

o ... Iraud related to work on a federally
~ funded sewage plant in Georgia.

s (Georgia, plant_in)




for representing examples for the learning algorithm

Set of spelling features
o Full-string=x (full-string=Maury Cooper)
contains(x)- (contains(Maury))
o Al BV
o Allcap2 NRE
o Nonalpha=x A. T.&T. (nenalpha=..&.)

-~ Set of context features \
« Context = X (context = president)

e Context-type =x  apposorprep

Features

It is strongly assumed that the features can be partitioned
& into two types such that each type alone is sufficient for classification.




- Examples ofi named entities ana: |
thelr features

ptes(Spellina/Context) clveE) Eeailres

[ROPENEIOIEeN/PItNES: EUlESHINOSROIETIOIEEN;
comam ([ROPENT); ContAINS(Ionaan))
XI=PaItnels CONtEXI-tY0E=a9p0S

JOHNSERIMNAG EOK "

& Johm:‘om
alnS(&2);
NSeN)y fJOerlJOerl—f/,
(=0 vartner | dity Context=tyjpe=[rep
By nliflgle) ch€elflereln)y A.T.& 54 = AUlE&Ir alicap2;
EANRSE =& context=company. Ike;
Jom[e/{H/pe:prep
JrlfJ On acouired KId@ L IRCopoated;
KIdderncerporated, INCoNporaed/parent ONL (s _' CoNEINS(1NCcorpelatea))
palenteKicderCredit) (4 S=zl0)00)5

OIS

KideE Creaii/parentof

COMEXL™ r/ororeo




Rules

_ Feature — NE-type, h(Feature,NE-type)

The rules ordered according to their strengths h form a
decision list: the sequence of rules are tested in order,
and the answer to the first satisfied rule is output.




Two separate types
of rules:

Spelling rules
Context rules

The rules ordered according to their strengths h form a
decision list: the sequence of rules are tested in order,

and the answer to the first satisfied rule is output.




Two separate types
of rules:

Spelling rules
Context rules

" |s an estimate of
the conditional

§ probability of the
NE-type given the
feature, P(y|x)

The rules ordered according to their strengths h form a

decision list: the sequence of rules are tested in order,
and the answer to the first satisfied rule is output.




[/ SEED RULES

-string = California — Location
* J.S. = — Location

— s Contains(incorperatied)— Organization:
=Wli=-stiang=Microsoit > Organization
=ull=string=1-B-V: — Organization




[/ SEED RULES Note: only one type

of rules used as
seed rules, and all
NE-types should be

-string = New York — LoCaNee:
-string = California — Loczé#
-string = U.S. = —Zocation

— s Contains(incorperatied)— Organization:
=Wli=-stiang=Microsoit > Organization

=tll-string=1-B.M. — Organization




The Co-training algenthm

1. Set N=5(max. # of rules of each type induced in each iteration)
2. Initialize: Set the spelling decision list equal to the set of seed rules.
| abel the training set using these rules.
3. Use these to get contextual rules. (x = feature, y = label)
— 1T Compute h(%Yy); andinduce at mest N*KkKules———
2. all must be abeve some threshold p,...=0:95

- 4. Label the training set using the contextual rules.

5. Use these to get N*K spelling rules (same as step 3.)
6.  Setspelling rules to seed plus the new roles.
7.1t N< 2500, set N=N+5, and goto-step 3.

5. label the training data with the combined spelling/contextual decision:

list, then induce a final decision list from the labeled examples where
all-rules (regardless of strength)-are added-to-the decision list.




Example

—(1B1VIT:Tjrrrpany )

ABM; the companmny that makes..

. (General ElECiriCc, Company)

..General Electric, a leading company: in the area,...

o (General Electiic, employer )

-~ +  |oined General Electric, the biggest employer:-.

. i&léﬂd;empieyeﬁ




Why: Separate Spelling;, Context

Features? Can use theory behind co-training to

Reguirements:
1. Classification problem f X—>Y

| 1'7 \ — 1:7 A=Y/

=+ I\~ ) 12\"72 i) DA

2. fi(%) = (%) fori=m+1...n

-~ (softer criteria requires-f,-and-f, to-minimize-their

disagreements — similarity)

2. Can partition features X into 2 types of features x
= (X3,%5)

3. Each type is sufficient for classification

- 4. X%, notcorrelated-to tightly-(e.g., 1o

deterministic function from x;to x,)




Why: Separate Spelling;, Context

Features? Can use theory behlnd co-training tc

4 f must correctly
cIaSS|fyf|rst1 .m
labeled examples, and

Reguirements:

1. Classification problem f X—>Y

| 1'7 \ — 1:7 A=Y
— I\ ) ACAZN DA

2. fi(%) = (%) fori=m+1...n

-~ (softer criteria requires-f,and f, to-minimize their
disagreements — similarity)

2. Can partition features X into 2 types of features x
= (X3,%5)
3. Each type is sufficient for classification
- 4. X%, notcorrelated-to tightly-(e.g., 1o
deterministic function from x;to x,)




Why: Separate Spelling;, Context

Features? Can use theory behlnd co-training tc

4 f must correctly
cIaSS|fy first1...m
labeled examples, and

Reguirements:

1. Clqssmcatlon ‘problem f X—Y must agree with each
B O E=E O =RV (o] =0 B c ¥  other on next m+1...n
’ ’ nlabeled ex

amples

2. fi(%) = (%) fori=m+1...n

-~ (softer criteria requires-f,and f, to-minimize their
disagreements — similarity)

2. Can partition features X into 2 types of features x
= (X3,%5)

3. Each type is sufficient for classification

- 4. X%, notcorrelated-to tightly-(e.g., 1o

deterministic function from x;to x,)




Why: Separate Spelling;, Context

Features? Can use theory behlnd co-training tc

4 f must correctly
classn‘y first1...m
labeled examples, and

Reguirements: \
1. Classification problem : X — Y

must agree with each

qﬁgﬂzf%xﬁ:yﬂgmqﬂpi other on next m+1...n

—=__unlabeled examls

2. (X)) =1(x5)) fori=m+1...n |

—(SOfIEIﬂJIeHaJ‘equjr@Sj i;lﬂdjzlgmlnjmjzgihe Open question: best
disagreements — similanty——— similarity function?

2. Can partition features X inte 2 types of features x
= (X3,%5)
3. Each type is sufficient for classification

- 4. X%, notcorrelated-to tightly-(e.g., 1o

deterministic function from x;to x,)




Why: Separate Spelling;, Context

Features? Can use theory behlnd co-training tc

g f mustcorrectly

classn‘y first1...m

labeled examples, and

Reguirements: \
1. Classification problem ;X — Y.

must agree with each

B O E=E O =RV (o] =0 B c ¥  other on next m+1...n
: ’ nlabeled examples

2. fi(%) = (%) fori=m+1...n

soﬂerﬂﬂeﬂaxequuesi gerzlolo B (oMl lallpalP4=Wigls Open question: best

disagreements — similanity)——— similarity function?

2. Can partlﬂon features X Into 2 typeS of features x
= (X1,X5)

3. Eachtypesis sufficient for classification

mat@imgtmg jﬂ@

deterministic o=
3. & 4. Say that features

can be partitioned.




The Power of the Algorthm

o Greedy method
— » Af eachiiteration-metnod increases number of rules:
— » \While maintaining a high level of agreement between:

spelling-& context rules




Evaluation

~» 88,962 (spelling, context) pairs.

e 071,746 sentences

» 1,000 randomly extracted and labeled by
~__hand to produce a test set.

o | ocation, person, erganization, neijse (jiems

outside the ether three)
o 186, 289,402, 123 (- 38-temporal-noise)

» Let N, be the number of correctly classified
examples
» Noise Accuracy: N,/ 962
o CleanrAccuracy: N_/(962-85)




Results

qurithm Tagsdlemmmj’tiean Accuracy Noise Accuracy
frequent class type (org.)

45.8% 471.8%

- 83.1% 75.8%

y 95 81.3% 74.1%

- Yarowsky Cautieus  91.2% 83.2%

— PL-CoJrain 01..3% 83.3%

CoBoost 91.1% 83.1%




Remarks

—» Needs full parsing of unlabeled doecuments
-~ » Resiricted language independency

- Need-magist A o= |
~ = Slow training

o |n each iteration, full size of training corpus has to
e re-lapeled

* DFEKI extensions

o Chunk parsing only
e |ntegrated into a cross-language QA system




Unsupervisea Learning o
Generalized Names

Yangaroer, Lin, Grishman, Celing 2002 & Lin, Yangarher, Ghrishiman, ICMIL 2003

o Much work on MLL-NE focuses on classifying proper
names (PNs)

s Person/lLocation/Organization
* |E generally relies on domain-specific lexicon or

Generalized Names (GNS)

o Closer toterminology:
single- or multi-word domain-specific expressions

Automatic learning off GNs is an important first step
towards truly adaptive IE

e |E system that can automatically adapt itself to new domains




How GNSs differ from PNSs

» Not NECESSary Capltallzed
o tuberculosis

oo I~ el
—_ UJUll

- Ebola haemerrhagic fever
» \/arant Creutzfeldt-Jacob disease

« Name boundaries are non-trivial to identify.

o “the four latest typhoid fever cases”

» Set of poessible candidate names is broader and more difficult to
determine

» “National VVeterinary-Services Director Dr. Gideon Bruckner said no

o Ambiguity.
e E coli:iorganismordsease
 Encephalitis : disease or symptom




NOMEN: the Learning Algerthm

- 1. Input: Seed names In several chosen
categories
2. lag eccurrences of names

3. Generate local patterns around tags
4. Match patterns elsewhere in corpus
1. Acquire top-scorng pattern(s)
5. Acquired patterns tags new-names

|

1. Acquire top-scoring name(s)

6. Repeat




Pre-processing

~ = [ext-Zoner
o Extract textual content
o Slrips ofi headers, feoters ete.

* Tokenizer
- Produces lemmas

* POS tagger

o Statistically traimed on WSJ

o Unknown or foreign words are not lemmatized and
tagged as noun




Seeds

_ » For each target category select N initial tristed seeds |
s DiSseases:

« Cholera, dengue, anthrax, BSE, rabies, JE, Japanese

encephalitis; nfluenza, Nipahivirus, FMD

S— i = 0) 075 111 0) A}

» United States, Malaysia, Australia, Belgium, China, Europe,

Taiwan, Hong Kong, Singapore, France

« Others

- Case, health, day, people, year, patient, death, number, report,
farm

» Use freguency counts computed form corpus or

some external data-base

» Many more additonal categories can be defined




Positive vs. Negative Seeds

~» A seed name senves as
¢ A positive example for its own class, and
» 3 negative example for all other classes.

-~ » Negative examples help:steer the
earner away from unreliable patterns
o COmpeting classes
o [ermination of unsupervised learning




Pattern generation

s Jlag every occurrence ofieach seed in corpus
e “._..New cases ofi <dis> cholera </dis> this year In ...”

» For each tag, generate context rule: start/lefi-tag
» [new case of <dis> cholera this year]

» Generalized left-side candidate patterns:
o [new.case of <dis>* *ox ]
e [* case of <dis>* *oor ]
e [ * of<dis>* N

P * <dis> cholera this year |
— *<dis> cholera this *
= * ¥ <dis>cholera * *




Pattern generation

—» For each tag, generate context rule: end/ight-tag

o [case of-cholera-</dis>thisyearin
- = Generalized right-side candidate patterns:
case of-choelera </dis>* = *]
# ofcholera</dis>* * %
=+ cholera=/dis=="+ ]

</dis>this yearin]

</dis>-this-year*

[*

e —— </dis>this—*—*]
-~ » Note: all are potential patterns




Pattern application

~ » Apply each candidate pattern te corpus, observe where

-~ the pattern mateches

~ E.g., the pattern[* * ofi<dis>* * *]

» Each pattern predicts one boundary: search for the partner

boundary using a noun group NG regex:

— * [Adp* Noun+]

o . distributed the yellow fever vaccine torthie people”
< >

o Positive: ..case of

Au%jat4ve4NQrih@1 <loc> Malaysia - </J@e>

— s Unknown: .. Symploms of <7> SWine fever </2>1n




ldentify candidate NGS

Sets of NG that the pattern p matchea
—« Pes = distinct maiched NG types of comect categoen/-
-~ Neg =-distinct matched-NG. types-of wrong category-
— s Unk =distinct matched-NGs of unknown-categony-




Pattern selection

» Discard pattern p if acc(p) < 6 Vo esiieceT

pattern must have at |east
two distinct NGs as positive

o The remaining patterns are ranked by example, and more postive
o Score(p) = conf(p)*leg|Pos(p)| Nl
~ = Prefer patterns that:
¢ Predict the correct category withiless risk
— e+ Stronger support; matchrmore distinct knewn names
%%34%66SeJ(Gﬁﬂﬂaa{{efﬂﬂﬂffa{%’lfﬂ{egﬂﬁf
*dieof <dis>***
*vaccinateragainst <dis>***

:* * * <LdLS> * * *]
[* case of <dis> * * ]




Name selection

o Apply each accepted pattern to corpus, to find
candidate names (using the NG)
o “More people die of <dis> profound heartoreak than grier.”

» Rank each name type t based on/ guality ofi patterns
that mateh it:

M is the set of
accepted patterns
which match any of
the instances of t

Reguire-{Mi=2 H-t should-appear= 2 times
M, contains at least on pattern predicting| the left boundary of t and
one pattern-predicting the right boundary
Conf(jp) assigns more credit to reliable patterns




Name selection

s Accept up to 5 top-ranked candidate
names for each category.

-« |terate learning algoerithm until no more:
~ hames can be learned

o Bootstrap by Using in-each new:iteration
the extended set of-new-names. to-re-
annotate the corpus




Salient Features ofi Nomen

~» Generalized names
s A few manually-selected seeds
~ » Un-annotated corpus

» Un-restricted context (no syntactic

~_ restrictions

o Patterns for left and right contexts
Independently

-~ » Multiple categories simultaneously




EXxperiments

judging recall & precision:off NOMEN

B Compiled from multiple
sources (medical DB,
Web, manual review)

—ﬁeferenwljst*ﬂiswimatiorf

Manual 2492 1785

_ Recall (26K) 322 641

Recall (100K) 616 1134
S in development corpus

Precision 3588 2404

— T I

Manual list + acronyms +
strip generic heads

precision against precision list;

a a
[ J U V IJ @, U U




Results

»  Final recall & precision for 8 categories

o Around 70% (in case of type-based evaluation)

— Classical-PIN:Recall= 86-92Y4. Precisieon:aheve /0%

» Multi-class learning-has poesitive effects

o A categony islessikely torexpand-beyondits triue teritory.

o [he accepted names in each category serve as negative example

fior all' categories

+ Ifherleaniers avoid acquirng patters with tee-many - negatives

s |n-seme sense; the categories seli-tune-each-oether

»  Comparison with human-in-the-loop

¢ “\Viore groups” can be as good as “few groups + human| reviewer”

~ * Using a negative category (noun groups that belong to neither

category, but generic terms), then also-substantial increase-in

performance




Research Issues

~ o Can a richer linguistic model improve pattern
generalization?
- More elaborate NG-grammar
- POS/SEM instead of wildcard

— » Note: ene benefit of the approach is, that it does not heed
sophisticated linguistics, and hence Is more adaptable

» How many different classes can effectively be
learned simultaneously?
 More complex seed-determination

» \When-do-the-different classes-enterinto-a dead-lock
— situation?

» Group:learning?

— » At DKFl'we have already started some of these
Inquiries




Final Remarks

e« State-of-art ini NE recognition
~ e Machine learningfworks
o, Core leaming engines are language
iIndependent
o Feature extraction relies on languag
SPECIfic properties
o Unsupervised learming promising
direction




Challenging Problems

» \What level of linguistic representation works best?
o POS-taggingLordeepparsing?

-+ Empley inguistic principles:(e.qg., X-bar, head-pranciple, ...)

“language alignment”

» |s it possible to re-use a model of language X, also for
processing inilanguage Y?

Incremental learning algorithms

¢ How to perferm revision of learned patterns?

earning of fine-grained classes
o Ako taxonomy:learning, cf. Eleischman&

Wy, Coeling2002

* NE as Word Sense Disambiguation?

Recognition of NE-paraphrases
« NE-centered reference resolution

e Combination of NE from un-structured and structured sources,
ch.- Cohen&Sarawagi, KDD'04, Seattle




Named Entity Recognition:
DEKI-\Version

NE-candidates:
{subtree(w)| YwOShProT-XML: feature vector
PoS*(w)=NNP|Card|TimeEx & representation

g

>

feature vector
representation




